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Abstract

The discourse for a narrative often conveys at different points of its span conflicting views on
the events it is describing. This is because the discourse is intended to reflect not the truth of
those events at a given point in time, but the evolution of the knowledge about those events in the
experience of the narrator — or rather the evolution that the narrator wants the reader to experience.
This implies that the discourse for a complete narrative will usually include several conflicting
views in terms of what events are true. A process of interpretation of the story would need to model
how these various views are constructed, stored, and validated or falsified as the reader progresses
through the reading of discourse. The present paper presents a computational model of the cognitive
process that might be required to accomplish this task.

1. Introduction

When using a linear discourse to describe a a particular state in a fictional world, each statement
we make conveys details that we want to be true in the world we are creating. A reader processing
our discourse creates a vision of the story world in their mind, adding detail from each statement.
But some of the statements we make should not be processed in that way. When we decribe a
plan, a wish, a promise...the events mentioned in them must not be added to the story world as
being directly true. They describe situations that are desired by characters in the story — in different
degrees — but which are not true in the story world at that point. These discourses usually occur
as arguments of statements about what someone plans, wishes, or promises. We refer to them as
embedded discourses. Yet some types of embedded discourse do refer to the story world under
construction. When a character tells about what happened to them, the events they mention are
assumed to have been true. If these events have already been told as part of the preceding discourse
of the story, the telling may be interpreted as a reference to them. If they had not been told before,
a reader processing such statement does add the events to their vision of the story world as believed
to be true. This mechanism is often exploited maliciously by come characters, to mislead others by
telling them false stories about what has happened. When this occurs, it triggers the construction of
two differents interpretations of the story world: one where the original (real) story is true, and one
where the told (false) version of the story is true. Authors often resort to this mechanism to create
conflict and uncertainty in their plots.
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The present paper proposes a computational model for the interpretation of embedded dis-
courses, and explores the consequences and challenges of this behaviour for the overall task of
interpretation of narrative. The model covers the three different uses described above: modal sto-
ries, anaphoric stories and false stories.

2. Previous Work

To provide the background for the work that is described in the paper, a number of topics need
to be covered: existing models of how discourse is processed, some insights from psychology on
how people process fiction and existing representations and computational models of dealing with
narrative features.

2.1 Modelling the Interpretation of Discourse

Paul Ricoeur (1976) observed that much of the surge of very valuable work of modern linguistics
— at the time — had focused on “the particular structure of the particular linguistic system”, leaving
the problem of discourse — the study of how language is used to achieve particular tasks — to “re-
cede from the forefront of concern and become a residual problem”. Since his time, the advent of
computational linguistics has made very significant advances, but the trend to focus on syntax and
semantics to the detriment of discourse as used for specific purposes has remained.

Indeed, many of the computational solutions developed over the intervening years for processing
discourse focus on the interpretation of how the elements of a particular language combine to create
logically represented meaning, with little effort devoted to the way in which the resulting meaning
is applied to practical tasks. Such is the case for Discourse Representation Theory (Kamp & Reyle,
1993) or Segmented Discourse Representation Theory (Lascarides & Asher, 2007), which provide
very good procedures for converting language statements into conceptual representations based on
first order logic enriched with structures to account for phenomena such as co-reference. The type of
co-reference they consider, however, is restricted to reference to entities, and reference to sequences
of events described previously is not considered.

The present paper attempts to shed light on how discourse — considered as independent from a
particular linguistic system — is employed in a nested fashion either to allow anaphoric reference
to sequences of events described previously or as means of presenting alternative versions to to
sequences of events described previously. Ricoeur’s view on discourse pictures it as a sequence of
sentences, where each sentence involves a predicate applied to some entities that need to be iden-
tified by the subject (and objects) of the sentence. He claims that (a sentence in a) discourse is the
synthesis of two functions: the identification of what is talked about and the predication of some-
thing about it. He distinguishes between these functions and the set of “grammatical devices” which
serve each of those functions — which would correspond to the syntax of a particular language. In
this paper we will distance ourselves from particular natural languages by establishing a represen-
tation language that includes the minimally required features for identifying referents — constants —
and for predicating upon them — predicates.

Ricoeur also points out that, discourse — being an act of communication — connects an event of
speaking — or writing — and an act of hearing — or reading. Of particular interest for the present
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paper is his observation that, given that our statements may sometimes be ambiguous, discourse
requires processes to “reduce the plurality of possible interpretations, the ambiguity of discourse”
(1976, page 17). It is such processes, specific to ambiguity in the truth value assigned to some
embedded stories, that we intend to model in this paper. In particular, we will be looking at: (1)
how the interpretation of a discourse involving embedded stories — which allow telling at one point
in the discourse about events in the past — may introduce ambiguity with respect to how the same
events were told at an earlier point in the discourse, (2) how the resulting ambiguity in the truth
value attributed to such events is handled during interpretation, and (3) how the representation for
the accumulated ambiguities evolves over time — usually towards a resolution of the ambiguity as
described by Ricoeur.

2.2 How People Process Fiction

From the point of view of psychology, there have been studies of the way in which people process
fictional stories. For the purpose of clarifying the challenge addressed in this paper, it is important
to keep in mind the definition of narrative proposed by Labov (1972): “a method of recapitulating
past experience by matching a verbal sequence of clauses to the sequence of events which actually
occurred”. This definition brings together the two fundamental elements that need to be identified:
the sequence of clauses that constitutes the discourse for the narrative and the set of events that are
being conveyed. The task of interpreting a narrative discourse involves being able to reconstruct
the set of events — and their relative temporal order — from the discourse sequence. Gerrig (1993)
explores the cognitive operations involved in the task of reading fiction, with particular attention
to the view in which this implies and exploration of the narrative worlds of books and movies. He
mentions that, if the reader is to be able to make inferences on what she is reading, the process of
interpreting a story must involve the construction of (something like) situation models (Van Dijk
& Kintsch, 1983), which “integrate information from the text with broader real-world knowledge”.
These situation models represent in the reader’s mind the world in which the story takes place. He
proposes two metaphors to explore this challenge: one of being transported into these worlds, and
one of the reader performing the stories. In the first one the reader reacts as if placed herself in
that situation. In the second one the reader reacts as an actor asked to perform the actions affecting
the characters. Under each of these views, the reader needs to reconstruct from the discourse of
the narrative not just a single description of the world, but rather a sequence of descriptions that
represent the states of the world as the story evolves. This is because, as a result of the plot, the
situation in the story world keeps changing.

This is particularly noticeably in the analysis of the role of the reader in the reading task as
carried out by Fish (1980). In this analysis, Fish makes special emphasis on the fact that the mean-
ing constructed is not a single unit that describes the reader’s view of the narrative, but rather the
meaning is made up of the moment-by-moment account of the sequence of mental operations that
the reader had to perform as part of the interpretation task. The readers’ observation of their own
performance during interpretation becomes a significant contribution to their experience of the nar-
rative.

Brunner (1986) explores the mental operation involves in the construction of imaginary worlds
within our minds. This particular task is a fundamental element in the performance of the reader:
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as the narrative is interpreted, progressively expanding versions of the story world are being built
by the reader. In fact, representations may need to be built from more than one such story world.
Teasdale et al. (2021) carry out a number of experiments to explore people in an audience identify
with characters, develop a moral judgment of their behaviour, or understand why they do what they
do. In this process, it is clear that people construct models of the story world that are different
and separate from the model they have of the real world. Furthermore, the fundamental process of
mentalization — the ability to understand the mindstates of the storyteller and the character in the
story (Tal-Or & Cohen, 2010) — requires the construction of separate models of what each character
in the story, at each point of the story, considers to be true in the story world.

2.3 Embedded Stories and Narrative Order

Two topics from the theory of narratology need to be described: embedded stories — because they
constitute instances of embedded discourse — and narrative order — because embedded discourses
are often used to convey short stories about characters that are presented out of the chronological
order of the main story.

Although “embeddings” have recently acquired fame in relation to neural representations of
language, before that they were used in narratology to describe the “literary device of the ‘story
within the story’, the structure by which a character in a narrative text becomes the narrator of
a second narrative text framed by the first one” (Herman et al., 2010). Such devices introduce the
concept of a narrative level (Genette et al., 1983), which, for a story being told, describes the relative
position at which a narrator and their audience stand with respect to the story — usually outside the
story. Whenever characters within the story tell a story themselves, this constitutes an embedded
story within the original story, now also referred to as the frame story. This nesting of embedded
stories within overarching frame stories can occur repeately in a recursive manner.

Embedded stories and the relation between narrative levels have not traditionally been included
in models for representing relations over a discourse, such as the original Rhethorical Structure
Theory (Mann & Thompson, 1988) nor in later revisions (Taboada & Mann, 2006). More recent
solutions specifically focused on narrative still address relations internal to a given story rather than
the relations between a story and the context in which it is told (Nakasone & Ishizuka, 2006). Em-
bedded stories are again not included among the set of features of discourse modeled by Discourse
Representation Theory (Kamp & Reyle, 1993) nor Segmented Discourse Representation Theory
(Lascarides & Asher, 2007).

It is only very recently that the computational processes required for handling embedded stories
and narrative levels have been addressed in (Gervds, 2021b). In that paper, the discourse for a
story is represented using a simple formal language based on predicate-argument structure that
defines specific statement formats for declaring the start and end of embedded stories. A set of data
structures is proposed to represent the discourse for stories that have more than one narrative level,
and a stack-based interpretation procedure is defined that handles an input linear discourse with
embedded stories by relying on a stack of interpretations to address the potentially recursive nature
of embedded story telling.

An important aspect of narratology that is very relevant for the present paper concerns the
concepts of narrative order — defined as a structured order to tell events which is independent of
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their dates — and anachrony, defined as the “the contrast between chronological and textual order”
(Genette et al., 1983). It is very typical for the order of presentation of events in a narrative to
not correspond to the order in which the event actually happened in the world, giving two different
orders of sequencing for the events in a narrative: the chronological order in which they happened
and the order in which they appear in the discourse for the narrative (Adams, 1999). Of particular
interest to the present paper is the idea — expressed by Adams — that the events in embedded stories
tend to break the expectation that events in a narrative appear in something close to the chronologi-
cal order in which they happened. Adams explains that this is because embedded stories often act as
supplemental explanations, providing — out of chronological order — information about events that
have occurred earlier. Another important point covered by Adams is that there is a certain impos-
sibility to determine — from the discourse of a story — the absolute or purely chronological order of
events, but that being able to identify such an order is not actually important to understand — and
benefit from — the narrative. We will take advantage of this concept in this paper to establish heuris-
tics that identify a possible order between events mentioned in a discourse, without pretending to
identify the real order in which they occurred in the world, but rather to propose a plausible order
that is compatible both with the logical relations between them and with the way they are presented
in the discourse.

3. Developing an Interpretation Engine for Narrative Discourse

An important requirement before a computational solution can be developed is to have a clear model
of what such a solution would imply in terms of elements to represent and operations necessary to
extract them from the discourse. A small outline of such a description is attempted in Section 3.1.
We want to interpret a text for a story onto a model of how an average reader might construct
plausible views - at each particular point of the reading process — on the truthfulness of the various
events told. This would include several stages. First it would require a process of parsing the text
onto a representation of the discourse as a linear sequence of conceptual descriptions of the sen-
tences in the text. This initial stage has been skipped in the present paper in favour of considering
inputs already presented in such a format (see Section 3.3). This is done to allow the effort to focus
on the development on the cognitive tasks that would be required to process such a representation
through the remaining stages. Second, it would need to parse the linear sequence of conceptual
descriptions of the statements in the discourse to segment it into the different narrative levels that
are present in it. This involves identifying the start and end of any embedded story present, and
separating the discourse into smaller segments that correspond to spans of discourse at different
narrative levels (see Section 3.4). Third, it would need a process that traverses this nested structure
of discourse spans for different narrative levels to reconstruct from it a partially ordered representa-
tion of the set of events described, aiming to recover an order that not necessarily corresponds to the
chronological order of the events but which is compatible with the temporal relations between the
events implied by their order of presentation in the discourse (see Section 3.5). This process will
also uncover situations in which different parts of the discourse present conflicting descriptions of
events at particular points in time. Such situations are represented in the constructed data structure
as forks in the truth continuum for the story. Because each contribution to the discourse has the
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potential both to insert events at any point in this reconstructed ordering, and to introduce forks that
add alternative views on given situations, subsequent contributions are likely to alter significantly
the representation of events already described. For this reason, the final state of such a data structure
would not provide a complete description of the interpretation process. Instead, such a complete de-
scription would have to include the sequence of instances of the data structure at each point in the
reading of the discourse. Finally, a process is needed to traverse these reconstructed structures of
the relative order of events in the story and build from them a set of views on the story that are
consistent from the perspective of event truth (see Section 3.6). Again, because these sets of views
will change progressively as the discourse is read, the model of the full interpretation process is not
the final state of such a data structure, but rather the sequence of instances of the data structure at
each point in the reading.

3.1 A Description of Truth-Sensitive Interpretation for Discourse

The task addressed in this paper involves the interpretation of a sequence of statements for the
discourse of a narrative into a set of alternative possible views on a story world. In the representation
of these alternative possible views the events involved must be presented in at least a correct relative
chronological order with respect to the time in which they take place. A number of alternative views
on the story world are possible because we are allowing the possibility for characters to tell stories
that are not true. However, ther reader faced with interpreting the narrative need not know at each
point whether the stories are true or not. In fact, even if they do, the reader still needs to construct
a representation in which such a false story is true, because she needs it to understand how the
characters that hear the false story are understanding the story world. When a character is shown
deceiving an audience by telling a false story, the reader knows the story is false, but she will still
build a view of the story world in which the story is true, to capture how she knows the audience is
reacting.

3.2 A Corpus of Discourses for Stories

To provide a certain empirical basis for the model presented in this paper, a corpus of narrative
discourse for stories is considered. To our knowledge there is no corpus of formalised stories that
captures the type of features that the paper addresses. This lack is surmounted by constructing
a small corpus from a reputable source that provides an analysis of the meaning of the stories in
question that includes the details that are relevant for our analysis. The formal representation of the
narrative structure of Russian folk stories developed by Vladimir Propp (1968) has for a long time
been a preferred reference in the world of computational modelling of narrative. Propp analysed
a corpus of Russian folk tales and proposed the concept of character function as an abstraction of
certain actions by the characters that were fundamental to the evolution of the plot. Some of these
functions he identified as being part of larger sequences, such as the hero sequence — being called
to action, defeating a villain, rescuing a victim, receiving a reward —, the donor sequence — a donor
tests a character and equips them with some magical item if their reaction to the test is positive —,
or the false hero sequence — a character claims for himself merits that belong to someone else in
the hope of appropriating the reward but is eventually exposed and punished. The appendices of
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M.

Conjunction of
meets boatmen son The son meets the boatment and they take him to Xvalynsk
location Xvalynsk

travels boatmen

at_target boatmen Xvalynsk

carries boatmen son

at_target son Xvalynsk

Table 1. Example of an update involving three statements, each expressed by a predicate followed by a num-
ber of arguments, where arguments are constants referring to elements in the story world.

Propp’s book provide a set of 13 tales analysed in terms of sequences of character functions. This
corpus is relevant because it is the only one for which a full analysis of its narrative structure exists
in terms of the character functions defined by Propp. This implies that the set of events captured by
the text of the story has already been transcribed into a formal representation of the meaning, and
the relations between the various events analysed in detail. We therefore choose this set of stories as
case study for the proposed model. These stories are actually provided not as texts but as short-hand
paraphrases of the content. So the representation for these tales as text would need to be fleshed out
by hand from the short-hand paraphrases. We have opted instead for transcribing these short-hand
paraphrases directly into predicate logic descriptions (see Section 3.3).

3.3 Representing Discourse

For the purposes of this paper, a discourse is represented as a sequence of updates to the story, where
each update is represented by a set of statements. A statement is a predicate followed by an open
number of arguments. Arguments in a predicate are filled with constants that identify the elements
in the story world to which the predicate applies. The set of statements in an update is understood
to represent the conjunction of the corresponding predicates. The stories in our chosen corpus are
transcribed into this representation ensuring the elements of Propp’s analysis are captured correctly.
Table 1 presents an example of an update.

For the representation of embedded discourses as distinct spans of the input discourse within the
larger structure of the discourse we will resort to the computational machinery proposed in (Gervas,
2021b). In order to make use of the interpretation machinery presented in that paper, an embedded
story will be represented as a combination of the following elements: (1) a statement to act as start
of story marker (with a name for the story to act as its unique id) (start_story <story-name>), (2)
a sequence of statements for that story (just like those for the frame story), (3) a statement to convey
the telling of the embedded story within the frame story (tell_story <narrator> <narratee>
<story-name>) which also acts as as end of story marker.

This notation allows the explicit representation of the content of embedded stories within the
sequence of the discourse for the story. An example of the discourse sequence used as input for
the interpretation of a story rendered is presented in the left hand column of Table 2. This solution
for encoding the input discourse may sometimes result in a reiteration of events already told as part
of the frame story — when some characters tells other characters about something that has already
been mentioned in the discourse of the frame story — but it also allows for representing situations in
which the embedded story differs from that told in the frame story, or to include different stories.
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Discourse Interpretation
Narrative level 0 Narrative level 1

start_story princess’_torment
kidnap dragon princess
torment_at_night dragon princess
tell_story X brother2 princess’_torment tell_story X brother2 princess’_torment

kidnap dragon princess
torment_at_night dragon princess

decides_to_react brother2 decides_to_react brother2

Table 2. Example of input discourse sequence and structured interpretation for tale 155 as analysed by Propp
(1968), showing how the embedded story is explicitly declared in the discourse sequence used as input for
the interpretation process and how the embedded story is explicitly separated as a structure. In the discourse,
the inline declaration of the embedded story, and the statement that introduces the embedded story have been
boxed for clarity.

Embedded stories have two important properties that determine the role they play in the inter-
pretation of the frame story. Each story can either be known to be true or be known to be false.
This is represented by assigning a truth value to its representation. Certain stories are told with
the intention of describing the truth of some events as known by the narrator, but others are told to
present some events in a particular light, say, for describing a plan for the future, or a hypothesis
about what may have happened. Such as stories are identified in the discourse representation by
having an additional argument that describe their modality. Stories without such an intention are
assigned a told value for modality.

In the context of a story there are sometimes contributions to the discourse — in the form of sen-
tences about the characters or the events — that effectively cast doubt or altogether negate versions
of parts of the story told previously. In the classic analysis of Russian folktales by Vladimir Propp
(1968), the false hero sequence involves a character falsely claiming the noble deeds of the hero
to steal possible rewards. This usually takes the form of the false hero telling a false version of
the corresponding deeds. The sequence includes an exposure event which confirms that this altered
version of the deeds in question was false. To be able to account for the dynamics of how truth
consistency of the story is managed during interpretation, the model needs to account for such pred-
icates. In the model, such predicates are represented by specific instances of the telling predicates,
carrying reference to the told story by its name — for instance, story_false princess’_torment
for the story shown in the example in Table 2 — whose interpretation is that the corresponding story
has become known to be untrue. Rather than delete the corresponding story from the representation
graph being built, the representation of that embedded story is labeled as false. This allows sub-
sequent processes to ignore it when compiling truth-consistent views, while retaining in the model
the information that the story was told at a given point in time. When a story falsifying statement
is found, the representation for the corresponding embedded story is labeled as untrue regardless of
what category it was stored under (the set of categories under which embedded stories are stored is
described in Section 3.5).
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3.4 Segmenting a Conceptual Description of Discourse into Distinct Narrative Levels

The solution proposed in this paper relies on the process for the interpretation of embedded sto-
ries as a stack-based mechanism for handling the changing contexts of interpretation presented in
(Gervis, 2021b).! The process starts with an empty stack for the initial narrative level. On detecting
the start of an embedded story (start_story <story-name>) the interpretation of the frame story
to that point is pushed to the stack, and a new empty interpretation is created for the embedded story.
The discourse for the embedded story is processed against this specific representation for its inter-
pretation. When the end of the embedded story is reached (tell_story statement <narrator>
<narratee> <story-name>) the accumulated interpretation for the embedded story is stored in a
table for embedded sub-stories indexed by the name of the sub-story (<story-name>), and the inter-
pretation for the frame story acting as context is popped from the stack and established as context for
the rest of the frame story. An instance of the tell_story statement <narrator> <narratee>
<story-name>statement is then added to the interpretation of the frame story, indicating how the
embedded story fits into the frame.

This procedure produces a narrative-level segmented discourse representation for the narrative
that is recursively nested into as many layers as the number of narrative levels present in the story.
The narrative-level segmented discourse is traversed, starting at the frame story, and each of the
statements of the frame story is added to a new linear sequence of statements. When an embedded
story is mentioned in the story being processed, it is retrieved from the structure and appended at
that point to the linear sequence being built. Any embedded stories nested within that story are
processed in the same way. The single linear sequence of discourse that results from this process
should match the original discourse. The structure for the narrative-level segmented discourse has
the advantage that it identifies explicitly both embedded stories as spans of discourse and borders
between narrative levels.

An example of the sequence of stages by which a discourse is processed onto a segmented
discourse is shown in the left hand column of Table 3. For ease of illustration, the story in the
example has been simplified so that each update in the discourse has been reduced to a single
statement (except for update 14 that carries and additional story falsifying predicate). Updates
would normally each involve a set of statements representing a conjunction of predicates. The
example shows how the occurrence of embedded stories related to the false hero sequence (in the
middle column) progressively modifies the graph representation (on the right). The progression can
be tracked by the number on the far left column, which corresponds to the different steps in the
reading of the discourse. One can see that up to step 3 in the reading a single sequence of updates is
being constructed, that at step 4 the first embedded story is found, then steps 5 to 9 again extend the
frame story with simple updates, step 10 introduces another embedded story, steps 11 to 13 extend
the discourse with simple updates, and step 14 adds a slightly more complex update — indicated with
a A conjunction sign — that includes an additional falsifying predicate that questions the embedded
story told in step 10.

1. To ensure the process described here is understandable without consulting the original paper, a brief description is
included here. Interested readers are invited to consult the original paper.
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Step Segmented discourse Branching graph
Preceding stories Alternatives
Pos. Frame story Pos. Embedded story
3 1 sets_out brother] Frame story Alternatives
2 sets_out brother2 1 sets_out brother1
3 finds brother1 kingdom 2 sets_out brother2
3 finds brother! kingdom
Preceding stories Alternatives
Pos. Frame story Pos. Embedded story a!)ducmm .
0 kidnap dragon princess
1 sets_out brotherl 7 Tory T G
4 2 sets_out brother2 T rame s ;0 o crnatives
3 finds brotherl kingdom ) z::z—gﬁ: b;gch:Z
4 tells_story brother] brotherl abduction 0 kidnap dragon princess 3 finds brother] Kingdom
4 tells_story brother] abduction
Preceding stories Alternatives
Pos. Frame story Pos. Embedded story apductlun .
0 kidnap dragon princess
1 sets_out brotherl 7 - A —
2 sets_out brother2 rame story ternatives
3 finds brother1 kingdom ; beb}out l;rml}:eré
4 tells_story brother! brother] abduction 0 kidnap dragon princess sets_out brot er-
9 . ~ 3 finds brother] kingdom
5 fight brother1 dragon .
N 4 tells_story brother] abduction
6 defeats brother] dragon
: 5 fight brother1 dragon
7 releases brother] princess
. . . 6 defeats brotherl dragon
8 gives princess brotherl ring : .
. 7 releases brotherl princess
9 arrives brother2 palace 5 . .
8 gives princess brother] ring
9 arrives brother2 palace
Pos. Frame story Pos. Embedded story
1 sets_out brotherl
2 sets_out brother2 Preceding stories Alternatives
3 finds brotherl kingdom abduction
4 t