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Abstract

The present paper attempts to identify specific points of contact between efforts to generate narrative in
the field of artificial intelligence and the field of narratology. Such points of contact centre around the
tasks of modelling processes related to the construction of narrative in computational terms. A number
of existing research efforts to develop systems related to storytelling are reviewed. An analysis of the
functionalities that they cover suggests that storytelling might be profitably studied in terms of at
least four different sub-tasks: Fabula generation, narrative discourse composition, text generation,
and narrative interpretation. An analysis from a computational point of view of the context in which
narrative is used as a means of communication between author and reader is presented. This shows
that parts of the cognitive processes involved are yet to be modelled, which suggests that the set of
sub-tasks identified may continue to grow with further research.
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Introduction

At this point in time, artificial intelligence has been a scientific discipline for over 60 years. Over that
time there has been opportunity for many attempts to explore its applicability to the generation of nar-
rative. This involved artificial intelligence researchers deciding to address challenges in the world of nar-
ratology. To achieve that goal, these researchers were forced to extend significantly their knowledge of
these fields. In more recent times, the advent of digital humanities (Terras, Nyhan and Vanhoutte 2016)
has opened the gates to a flow of information in the other direction: Researchers in humanities having to
expand their knowledge of computational methods and artificial intelligence solutions for handling text.
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The fact that these flows of information exist across disciplines must be considered as a positive step for
all the fields involved.

The present paper attempts to identify specific points of contact between efforts to generate narra-
tive in the field of artificial intelligence and the field of narratology. Such points of contact centre around
the tasks of modelling processes related to the construction of narrative in computational terms.

As artificial intelligence has sought to gain a purchase on the cognitive processes involved in gener-
ating narrative, it has increasingly turned to psychology as a source for understanding what it is that
people do when confronted with a narrative. As various theories have been considered as sources
for computational models, this search has opened a window onto howmuch of the impact of a narrative
on its readers arises not from the text itself but rather from cognitive processes that the reader applies to
the material she receives, and from the outcomes of such processes. This ties in with certain notions in
postmodern narratology that suggest that a significant part of the value of a narrative is created by the
reader in the process of reading it (Barthes 1967).

A significant part of the difficulties that have faced these efforts is related to the confusion prevailing
as to how to describe the objects of study. Different disciplines use different terms to describe stories,
consider them at different level of detail, and again use different terms to describe the various elements
that make them up. This problem is addressed in Section ‘The problem of mismatched terminology’ of
the paper.

Although it has never been a main stream topic in artificial intelligence, efforts at developing story
generation have recurred over time. A number of relevant systems working along these lines are
reviewed in Section ‘Computational models for generating narrative’. The development of these
story generation systems – as argued in the review – led to a growing familiarity with narratological con-
cepts among AI researchers working on these problems. As a result, it slowly became clear that for com-
putational models of narrative to succeed they needed to model not only the author but also the reader.
Along these lines, many systems have been developed aiming to model the dynamics of the reader’s
reaction to the content of a narrative text. Existing systems that involve this type of reader model
have been reviewed in Section ‘Computational models of processing of narrative’. Section
‘Reflections on computational models of cognitive tasks related to literature’ presents some reflections
on what the computational models of narrative generation built to date say about the nature of narrative,
and Section ‘Conclusions’ gathers some relevant conclusions and outlines what further models might
be explored in the future.

The problem of mismatched terminology

Stories are naturally occurring phenomena across cultures and languages. Every human being has an
internalized idea of what a story is, and a myriad of terms to refer to it. In the context of each particular
language, there is a different such set of terms. Whenever researchers have turned to study stories, they
have made an effort to develop more specific terminology to help them understand what they were
dealing with. The problem is that these efforts at defining terminology often have been local to specific
disciplines. This section reviews some relations between the terminologies developed around stories in
the fields of narratology and artificial intelligence.

Narratology

Narratologists have over time attempted to clarify the set of concepts relevant to understand the phe-
nomena of stories. Unfortunately for the layman, these efforts have given rise to many distinctions that
are phrased in terms with generic meanings in specific languages – fabula/sjuzhet from Russian
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(Viktorovič 1965), histoire/discours from French (Todorov 1980), story/plot from English (Forster 1927) –
but which are chosen to represent very specific narratological concepts that are not necessarily derived
univocally from their meaning in those languages. For people outside the field, it is extremely difficult to
tell whether these are all different concepts, the same concepts by different names, or whether the dif-
ferent names capture subtle nuances between the concepts. If the latter is the case, a detailed analysis of
how the different nuances relate to storytelling systems is beyond the scope of this paper. Yet maybe a
working relation between concepts in both fields can be established to help understand the points of
contact.

A helpful midpoint might be in an initial distinction between a sequence of events and a discourse
that orders and presents events, as suggested by Culler (2004). Even then the actual assignment of spe-
cific terms to each of these two concepts varies depending on the particular theorist. The sequence of
events told more or less aligns with what is referred to as fabula or histoire, the discourse that presents the
events in a particular order similarly aligns with what is referred to as sjuzhet or discours. To cover the level
of detail used in existing storytelling systems, one may need to go a little further and consider the three
levels proposed by Bal and van Boheemen (2009): Fabula, story and text. The events of a narrative in
the chronological order they happened is referred to as the fabula. The events of a narrative in the
chronological order in which they are told is referred to as the story. Bal refers to the actual rendering
of the story as the text.

In this setting, there is yet a further distinction that is relevant to the analysis presented in this paper:
The concept of plot as distinct from those already outlined. The distinction is subtle, but hinges on the
fact that a plot goes beyond a simple sequence of events by virtue of the events in it being connected
together by relations of causality (Forster 1927).

A final concept in narratology relevant to our endeavour is that of a storyworld (Ryan 2019).
According to Ryan, a storyworld is an image of the world described in (the text for) a given story.
She explicitly notes that a storyworld is different from the image of the world being represented in
the story, because the world being represented may exist independently of the text, and if such is the
case, it may differ from the one that is actually described in the story. All these distinctions will be
useful later to analyse how similar concepts are handled in storytelling systems.

All of these concepts are relevant to the analysis of story generation systems. For a start, because it is
very plausible that when a system developer decides to call his system a ‘story’ generation system, it
would ill-advised to assume that the term ‘story’ in that context is a direct reference to one of these
carefully defined terms proposed by narratologists. In that context, ‘story’ is used in the same way
that lay people use it, as a generic reference to some type of narrative. Much the same can be said
about ‘storytelling’: Even though this term features ‘story’, it refers to the act of telling, and therefore
it includes development not just of ‘story’ in the narratological sense, but also a rendering of the story –
the ‘telling’ – in some form. That form will possibly be text, but it may also be visual or audiovisual.
This is important because many of the storytelling systems in existence follow this route.

More refined discussion of the relations will be addressed in the rest of the paper.
Finally, a set of additional narratological concepts are relevant to the discussion on systems that con-

sider focalization, as covered in Section ‘Focalization and perspective’. Perspective refers to the way in
which the representation of a story is influenced by the choice of narrator, whether in terms of their
personality, values or the relative access they have to events in the storyworld (Niederhoff 2009). It
is generally considered equivalent to point of view, but some narratologists distinguish a specific
concept of focalization. Focalization (Genette, Lewin and Culler 1983) corresponds to the way in
which the content of a narrative, at a particular point of the telling, is constrained to what might be per-
ceived by a particular agent, known as the focalizer. When the narrative is focalized on a particular char-
acter, the reader only gets access to the events in the story world that the character is aware of. This trait
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is often exploited by authors of narrative texts to allow the reader to access only certain parts of the story
at particular times. These concepts are fortunately used in their correct sense in the publications that
report the corresponding systems, so now issue of alignment arises.

Artificial intelligence

The growth of artificial intelligence over the last decades has been exponential. In that process, many
disciplines have arisen to deal with specific aspects of human intelligence. Unfortunately, each such dis-
cipline has often proceeded to define specific terminology to better describe its subject of study, and
these efforts at definition have not always been carefully informed by prior definitions in related
disciplines.

Two particular such disciplines propose definitions that need to be considered in this context:
Natural language generation (NLG) and simulation-based storytelling.

Natural language generation. NLG is concerned with generating text from conceptual descriptions of
content to be conveyed. The body of knowledge that emerged with it considers the task of generating
a text to involve four distinct stages (Reiter and Dale 2000): content determination – which establishes what
material should be conveyed –, discourse planning – which establishes how the selected material should be
organized –, sentence planning – which decides on the form that the sentences used to convey the material
should take – and surface realization – which determines how the sentence plans should be rendered as
text according to the grammatical and typographical rules of a particular language. Each of these stages
receives a specific type of representation and produces an enriched or transformed version of it. These
intermediate representations constitute a set of concepts relevant to the understanding of these systems:
an initial representation of the material available, from which content determination selects the content –
a representation of the material to be conveyed – which discourse planning transforms into a discourse – a
conceptual description of the order in which the material is to be conveyed – which sentence planning
represents as a set of sentence plans – conceptual descriptions of the actual sentences to be used to convey
the material – which surface realization converts into text – an actual rendering of the material as text in
a particular language.

The relation between these concepts and the relevant concepts from narratology detailed above is
discussed in section ‘A proposal for cross-disciplinary basic terms’.

Agent-based systems. Agent-based systems (Shoham and Leyton-Brown 2008) define a set of agents and a set
of rules governing their behaviour, assign specific goals to the agents, and run the resulting system to
simulate an evolving community. Such systems have from early on been used to provide input material
for story generation systems (Theune et al. 2003). This is done by building agents, rules of behaviour,
and goals that are likely to lead to simulations that include interesting successions of events. It is import-
ant to note that such systems do not necessarily produce sequences of events, as many agents may be
operating simultaneously over a large space that cannot be encompassed as a single scene. The simu-
lation that results from such a setup is considered a storyworld (Ryan 2018). Efforts to produce a
story from such a storyworld involve processes of selecting a subset of the events produced by the simu-
lation to be included in the story, a process of establishing an appropriate order to tell them, and pro-
cesses for building a text rendering of the resulting ordered sequence. The process of identifying
valuable stories to tell from storyworlds is referred to as storysifting (Ryan 2018).

When considered in combination with the set of concepts from NLG, the storyworld produced by
an agent-based simulation operates as the full set of material available to the process of content
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determination, and subsequent stages can be aligned easily with discourse planning, sentence planning
and surface realization.

A proposal for cross-disciplinary basic terms

The analyses of the terminologies for these disciplines present no explicit matches, but potential align-
ments emerge.

Both narratology and agent-based simulation present a ‘storyworld’ term. However, the concepts
referred to in each case differ. A storyworld in the sense proposed by Ryan is an image of the world
described in a story, and she distinguighes it explicitly from the image of the world from which the
events in the story are extracted, which exists independently of the text. The concept of storyworld con-
sidered as input for a story sifting process is precisely a representation of the world that precedes the
story, which inspires the story, and from which the material included in the story has to be selected. Such
a storyworld includes significant amounts of material that will not appear in the story. It is the input to a
content determination stage – as defined in NLG – that will carry out the selection.

The concept of storyworld as proposed for story sifting is also distinct from the concept of fabula, in
as much as it includes events that will not appear in the story. I propose a specific concept of source story-
world, which consists of all the events that happened in the world where the story occurred, regardless of
whether they are included in the narrative or not. When one studies narratives as finished products,
these events not included in the story are not known and possibly irrelevant, but they become important
when one attempts to model the process by which narratives are constructed from a set of events
observed in real life – or observed in a computer simulation. In such cases, the establishment of appro-
priate criteria for selection of which events to tell and which events to omit becomes a fundamental
challenge for the system developer.

The narratological concept of fabula/histoire – the events of a narrative in the chronological order in
which they happened - aligns reasonably well with the NLG concept of content – a representation of the
material to be conveyed. There is however a small difference related to the issue of its chronological
order. A source storyworld does not necessarily satisfy a strict chronological order. Events may
occur simultaneously, have different durations or overlap in surprising ways. As a result, it is very
unlikely that a fabula defined in this sense take the form of a sequence. I will therefore consider for
the rest of the paper a definition of fabula as the subset of the source storyworld that is included
in the story. There may be some kind of partial order among the events included in that subset, but
they are not likely to be strictly ordered and they cannot be considered a sequence. The task of organ-
izing the selected events into a linear sequence involves a transformation from fabula onto an instance
of the narratological concept of sjuzhet/discours/story.

The narratological concept of sjuzhet/discours/story – the events of a narrative in the chronological
order in which they are told – aligns reasonably well with the NLG concept of discourse – a conceptual
description of the order in which the material is to be conveyed. As ‘story’ is consistently used in the
artificial intelligence literature to refer to the broader concept as understood by lay people, I have chosen
to refer to thesjuzhet/discours/story concept in this paper as discourse. This reduces the risk of confusion. It
also aligns well with the distinction proposed by Ricoeur (1976) between the level of discourse – a
sequence of sentences, where each sentence involves a predicate applied to some entities that need
to be identified by the subject (and objects) of the sentence – and the level of language – the particular
structure of the particular linguistic system – at which text occurs.

At this stage, the alignment options run short, in the sense that I find it difficult to identify narrato-
logical concepts equivalent to the NLG concept of a sentence plan. However, it is important to note that
a representation of a story in terms of sentence plans differs from a discourse in that it includes
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decisions that are relevant to the rendering of the discourse as text in a specific language – such as
choices of referring expressions, lexical elements, and syntactic constructions. A sentence plan is in
this sense already phrased at the level of language – in Ricoeur’s sense – even though it is not yet
text. In this sense, it may be considered as a conceptual description of the text, or an intermediate
stage between discourse and text.

The concepts of text in both disciplines can be considered to match.
For the rest of the paper, the following terminological convention has been followed: for all research

efforts reviewed, the specific terms used in the original publication are reproduced verbatim, and wher-
ever necessary the relation of such terms to the terms agreed above is made explicit to avoid confusion.

Computational models for generating narrative

Early efforts at automated story generation focused on the qualities of a story as a product. Different
researchers identified different aspects of a story that their systems would attempt to model. As progress
was made in the field, some of these aspects were adopted as important by subsequent researchers, so
that later systems did include them, whereas in many cases aspects covered by an earlier system were
dropped by later systems in favour of other aspects considered more relevant. The review sections
of this paper are structured in terms of different aspects relevant to stories that have been considered
in story generation systems.

Story grammars

One early attempt to model the qualities of stories as a product was the development of story grammars.
Pioneered by Rumelhart (1975) as a possible representation of the abstract structure of stories, story gram-
mars focus on capturing the surface form of a story in terms of rules that allow parsing of the sequence of
events in the story into a hierarchy of conceptual groupings of contiguous non-terminal symbols that
represent concepts important to a given analysis of the story. Story grammars are useful to capture observ-
able constraints on instances of narrative discourse, but their applicability is limited when one considers
either fabula –which is not restricted to a particular order of presentation – or text –which requires an add-
itional step of parsing the text onto some conceptual representation of the set of events narrated in it. Story
grammars were taken up by a number of researchers both to understand particular types of story (Colby
1973) and for generating stories computationally (Pemberton 1989; Lang 1999).1

An interesting research effort is that of the BRUTUS system (Bringsjord and Ferrucci 1999), which
explored a multi-layered solution generally based on the concept of story grammars. BRUTUS had dif-
ferent grammars operating at different levels of representation, with each one successively operating on
a representation produced from the prior grammar until the level of text output was reached. The level
of detail in the book does not allow for definite judgments – the set of grammars was never published –
but that very lack of detail and the absence of examples beyond the single story that the book reports
suggests that we are seeing a hierarchy of articulated construction templates that reverse engineer the
structure of that story at different levels.

In relation to the terminology established in section ‘A proposal for cross-disciplinary basic terms’,
systems that rely on story grammars to generate stories are actually generating discourse directly, with no
explicit consideration of an associated fabula. When a story grammar allows for a flashback, it places it
at the point of the story in which it is mentioned, not when it occurs. Nevertheless, readers manage to
reconstruct the fabula in their minds as they read: the flashback is interpreted correctly as having hap-
pened earlier. The BRUTUS system combines story grammars at the level of discourse with grammars
at the level of text to allow it to produce surprisingly rich texts.
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Basic causality

The TALESPIN system (Meehan 1977) told simple stories about woodland creatures. It relied on a simple
model of the mental state of the creatures – and what goals might be triggered by specific states, such as
‘being hungry’ – and a simple model of causality – such as ‘eating will end hunger’. The system started
from an initial situation for a particular character, established goals for them, and found a sequence of
actions that would achieve the character’s goals. The resulting sequence of actions was rendered as sen-
tences in a text, and it constitutes the first instance of a computer-generated story.

The TALESPIN system was the first application of the artificial intelligence planning solutions to
story generation. The solutions developed in artificial intelligence for automated planning (Nau,
Ghallab and Traverso 2004) lend themselves very well to generate a sequence of actions connected
by causality. These solutions are based on the concept of planning operator, which is an action that has
preconditions – facts which need to hold so the action can be carried out – and postconditions – additional
facts that will hold once the action is carried out. A planner is given a set of facts that describe an initial
situation and a statement that describes a goal, and it will construct automatically a set of chained plan-
ning operators that connects the initial situation with the goal. A sequence of actions corresponding to
those planning operators constitutes the output plan. Because the initial situation is usually made up of a
number of facts, the output plan is very rarely a linear chain of actions. Instead, a set of causal chains is
built that connect facts in the initial situation to the goal. These causal chains will normally converge on
facts that lead to the goal, and eventually converge on the goal. The resulting plan is often in the form of
a tree – it is actually a connected causal graph, but the difference is academic for the present argument –
with the facts of the initial situation as leaves and the goal at the root. An additional step of establishing a
linear order in which to present the actions of the plan as a sequence is required if the plan is to be told
as a story.

The connected causal graph produced by the planner is an instance of fabula, in the sense that it
contains the events in the story but these events are not in sequence, but rather appearing in causal
chains that are branches of the graph. These branches eventually converge to the story outcome –
the goal of the plan – but several events may be happening at the same time on different branches.
This fabula requires a specific computational process to be transformed into the discourse sequence
that is presented as the story. Many planning-based systems do not actually explain how this process
takes place, but some do. In TALESPIN this step was included in the process of creating the sequence
of sentences for the text. In contrast, others describe it explicitly. For instance, the Fabulist system Riedl
(2004) presents an explicit architecture that includes: a story planner, a discourse planner and a media
planner. The story planner produces a fabula, the discourse planner produces a discourse from the
fabula, and the media planner produces a rendition of the discourse, which may be either as text or
as a cinematic visualization.

Systems that generate stories based on planning are more elaborate than those that use story gram-
mars: they include a representation of the fabula, the discourse and the text. Causal relations between
the events in the story are captured explicitly in the intermediate representations employed by the
system. In this sense, they include what might be considered a representation of plot in Forster’s
sense. If the process of constructing the discourse is elaborate enough, such causal relations may be
explicitly mentioned in the resulting text for the story.

Theme and author goals

Early researchers in artificial intelligence acknowledged that a story was much more than a plan. The
Minstrel system (Turner 1993), for instance, enriched the concept of a story as a sequence of actions
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connected by causality with at least two important additional ideas. First, it built its stories around small
statements that acted as morals for the stories being built. The story was built by progressively trans-
forming parts of the moral into related events that matched the draft, until a coherent story was devel-
oped that had the moral as a backbone. Second, it included explicit representation of a set of
author-level goals, that is, goals that the author would be trying to satisfy at the same time as building
the story. The general author-level goals considered by Minstrel were grouped around four different
aspects: theme, drama, consistency and presentation. Although the Minstrel system was also generally
based on planning, the search procedures used during automated planning were informed by these
author-level goals.

The Minstrel system operates by progressively transforming a moral into a discourse for the story. It
can therefore be considered to operate mainly at the level of discourse. However, the fact that it includes
a representation in terms of causal graphs suggests that it represents explicitly both fabula and plot. In
addition, it included a rich set of modules design to refine the discourse aiming for satisfaction of sig-
nificant aesthetic goals. Relevant modules addressed issues such as suspense, tragedy, characterization
and foreshadowing.

Character believability

The planning procedures in traditional planning solutions chain up the actions in the story based on
whether they connect the initial situation with the desired goal, but they will not consider whether
the set of actions attributed to a particular character constitute a coherent sequence for that character,
or whether these actions match the goals of the state of mind that readers will attribute to that particular
character based on the evolution of the story to that point. This runs the risk of compromising the
believability of characters as perceived by readers of the story. This problem was addressed by Riedl
(2004) in his Fabulist system. In Fabulist a specific adaptation of the planning solution guides the con-
struction of a coherent chaining of events, but the adaptation is based on a model that represents expli-
citly goals for particular characters. This allows it to create stories in which characters acquire a set of
goals, and these goals motivate the actions that these characters undertake as part of the story.

The Fabulist system describes among its motivations the need to develop systems capable of dynam-
ically generating a narrative in support of an interaction with a user (Riedl and Bulitko 2013). In such
system, user and system take turns at introducing actions into the narrative, and the final story emerges
as an ordered compilation of the actions proposed by user and system. This type of interactive narrative
system has been the focus of much research into computational modelling of narrative.

The architecture of Fabulist was already discussed on narratological terms in section ‘Basic causal-
ity’. An additional point of interest is that, by representing explicitly the state of mind of characters and
allowing it to inform the story generation process, Fabulist provides an initial modelling of possible
worlds in the sense of Ryan (2019).

Conflict

Another aspect considered fundamental for a story that hopes to be interesting is the presence of con-
flict in some form, usually between characters, often between one character and the world around them.
If one considers a classic adventure novel like ‘Treasure Island’ (Stevenson 1883), the plot2 follows two
opposing sets of characters – the treasure hunters and the pirates – as each set of characters attempts to
acquire the treasure. Each plan proposed is thwarted by a counter-plan of the opposing set of characters.
As a result, the novel presents an alternation of segments that each cover only the first few actions of a
different plan.
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This aspect of the narrative was considered the driving force of the narrative generation system
developed by Ware (2014) in his Glaive system. Glaive extends the planning paradigm with a represen-
tation that considers these possible plans built by the characters – including the actions in them that
never get executed – as a record of character intentions at some point in the story. The Glaive
planner represents the full search space for the planning problem, including non-executed plans as pos-
sible worlds alongside those where the plans were executed. By comparing between elements in this set
of possible worlds, the system can build stories featuring conflicts where actions from some plans
thwart other plans. The Glaive system is tested experimentally in an interactive narrative set up,
where a player tries to achieve a goal and the system coordinates the set of non-player characters to
thwart the player’s plans.

The explicit representation within the Glaive system of plans built by characters even if they are
never executed constitutes an even richer modelling of possible worlds in the sense of Ryan (2019).

Focalization and perspective

More recent efforts have begun to consider – still in a tentative fashion – some elements arising from the
additional complexity implied by larger texts, such as changes in perspective.

The system by Gervás (2014) develops a model of how stories may be created by sifting an exhaustive
description of a world, identifying interesting subsets of the full set of events that happened in the world,
and finding compelling ways of telling about those events as linear discourses. The model is instantiated by
considering a chess game as an exhaustive description of a world, and mining the algebraic notation for the
game for interesting stories involving particular pieces – rather than telling the story of the whole game or
the whole set of pieces. The model allows different parts of the discourse being built to be focalized on
particular characters – pieces, in the chess instance. This implies that the reader only sees the part of the
game restricted to the field of vision of that piece at that point, which provides a model of focalization. The
process of composing the narrative discourse needs to take into account how different choices of focalizer
will affect which parts of the game are told and which are omitted. The system does include specific
modules for sentence planning and surface realization. Relevant sentence planning operations include con-
textualising the description of events so that they are described in terms relative to the point of view of the
perceiver – as in ‘some time later a white knight appears from behind the pawn’ – rather than use the
absolute mode in which the fabula is described – in terms of positions of the board and number of
turns elapsed – such as ‘after two turns a knight arrives at position E4’.

A related system develops an interactive version of The Merchant of Venice (1598) (Shakespeare 2000)
in which the user can experience (a version of) the story lived through the eyes of different characters
(Porteous, Cavazza and Charles 2010). In this system, the story itself is generated according to the point
of view of the character in terms of how they consider themselves. For the particular story chosen, a
telling focalized on the character of Shylock may decide that Shylock is considered as a victim or as
a ruthless money lender. This is done by means of a planning solution that consider different versions
of the planning operators depending on the chosen point of view.

In terms of our terminology, in the system by Gervás, the chess game is the source storyworld, the
set of events selected for the story is the fabula, the narrative discourse constructed by the system is a
discourse. However, the system only determines the fabula by selection rather than construction. In the
Merchant of Venice, in contrast, not just a different discourse but also a different fabula is constructed
for each point of view. This is because the fabula is built using a different set of planning operators for
each specific point of view. Gervás’ system includes sentence planning and surface realization modules
operate at the level of text. The Merchant of Venice system renders its discourses as cinematic animations
with dialogues, therefore it includes a third level of representation in a particular medium.
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Multi-plot stories

Another very important fact about narrative is that most narratives that we come in contact with in our
daily life – novels, movies, TV series – involve a combination of more than one plot line. This phenom-
enon has only recently started receiving attention by the research community on computational narra-
tive, but important insights have arisen from the effort.

The work of Fay (2014) proposes an algorithm for story generation that combines material from
existing stories into new ones. It relies on the GENESIS system (Winston 2014) to extract from existing
stories both a set of models for the characters involved and the subsets of events from the story in
which each particular character is involved – referred to as a plot thread. Then it generates new
stories by weaving together a selection of plot threads from different stories into a new story. The pro-
cedure for this is designed to ensure that the subplots for the different characters combined in the story
are compatible, and that the resulting time line of events for the story is consistent. Fay allows for an
operation of binding characters from different plot threads, based on the information available in their
character models.

Porteous, Charles and Cavazza (2016) extend the plan-based paradigm for narrative generation to
consider stories with several plot lines. Their solution receives as input the number of subplots
desired and the frequency of switching between subplots. The algorithm selects a particular subplot
to operate on, generates the required number of segments for it, then switches to another subplot,
and it iterates until all subplots are closed. The system was tested by generating stories for a serial
drama in the medical domain, with an interface that presents the story visually to the user as cinematic
sequences of animated characters.

A different approach considers the use of evolutionary solutions for weaving together a set of plot
lines (Gervás, Concepción and Méndez 2022). The solution they propose considers two different opera-
tions: one of discourse planning – which decides on the relative order of scenes from different subplots in
the final sequence for the discourse – and one of character fusion – which may decide that two roles played
by different characters in different subplots may be played by one single character in the final story. The
procedure operates by building a population of story drafts and applying to them mutation and cross-
over operators – which revise the decisions in them – over a number of generations, selecting for each
successive generation the drafts considered to be the fittest. Fitness is modelled by a set of metrics that
capture consistency constraints at a semantic level – characters not being active after they are dead or
before they are born – and desirable features at the discourse level – such as ensuring that there is an
overarching plot for the whole story.

The type of narrative being constructed in these systems differs from the previous cases in that
although there is a single fabula for the story, that fabula may now involve more than one plot. This
simply means that the events in the fabula may not be a single connected causal graph but a number
of graphs that are connected internally but not connected to one another. Each of these graphs consti-
tutes a separate plot line. The various plot lines are not entirely independent of one another in that they
may share some characters. This is often achieved by having principal characters in one plot play minor
roles in another, or simply by having scenes from more than one plot take place at the same location, so
that they participate in the perception of characters from other plots.

Fay (2014) operates at the level of discourse, though its character models, which do not appear in the
final outcome, should really be considered a partial representation of the source story world. Because it
relies on character presence rather than causality to establish the boundaries of each plot thread, its so
called ‘plot threads’may not entirely satisfy the definition of plot used here, which is based on Forster’s
requirement of causality. Similarly, the plot lines used by Gervás, Concepción and Méndez (2022) come
predefined as plot templates, so there will be causal links tying together all the events in each plot line
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only if these plot templates themselves satisfy the requirement. In contrast, each of the subplots
employed by Porteous, Charles and Cavazza (2016) is constructed as a part of the underlying fabula
that is a connected causal graph built by a planner, therefore it satisfies the requirements for being con-
sidered a plot. The fabula for these stories is then a set of connected causal graphs. The relative ordering
of spans from different subplots in the discourse is generated dynamically during the construction of the
fabula, driven by the procedure for switching between subplots. As for the Merchant of Venice, the final
story is represented cinematically and it allows for user intervention.

Narrative prose

Callaway’s AUTHOR architecture for rendering narative prose (Callaway 2002) addressed the problem
of generating narrative prose for a given description of a narrative discourse. The AUTHOR system
operates from a system that included both a representation of the set of events to tell (fabula) and a
representation of the order in which to tell those events (referred to as a narrative stream, and correspond-
ing closely to the concept of discourse discussed above). It also relied on additional inputs – required to
address the tasks of sentence planning – such as an ontology where the entities involved in the story
were represented. Callaway’s solution relied on implementations of well-known sentence planning
tasks from the field of NLG, such as referring expression generation, lexical and syntactic choice,
and aggregation. The system addressed relevant narratological concepts such as time of narration – con-
sidered to establish appropriate tense for verbs - distance – that impacts on how dialogues are reported
– and voice – driving choice of first or third person as required. The underlying technology was the
FUF/SURGE unification-based functional systemic grammar (Elhadad 1993) that implemented the
surface realization task – rendering the input into text – in specific languages. The AUTHOR architec-
ture was instantiated in the STORYBOOK narrative prose generator. STORYBOOK accepted a dis-
course plan for the story of Little Red Riding Hood and it was capable of generating a range of different
text variations for that story. These variations were systematically evaluated. However, as the evaluation
did not go beyond the particular example of the Little Red Riding Hood story, it is likely that porting the
solution to other domains may involve a costly effort in additional knowledge engineering of the
required resources.

Computational models of processing of narrative

Many of the efforts reviewed in Section ‘Computational models for generating narrative’ had identified
that, for the generated story to be valuable, the story generation system needed to have a representation
of many aspects that were then not explicitly present at the surface level of the generated story, such as
character goals and non-executed events from failed plans. These aspects are relevant because they are
inferred naturally by the reader as she reads the story, and they play a role in the attribution of quality to a
story. Over time, this type of consideration leads to a number of research efforts aimed at modelling
computationally the response of a reader to a given narrative.

Emotions and tensions between characters

The Mexica system (Pérez y Pérez 1999) included a specific module for reading existing stories to create
the materials from which new stories would be built. This module read an inspiring set of stories and
built from them a set of knowledge structures that represented not just the events in the stories, but also
an additional layer of representation that captured at each point in the story the emotions experienced by
the characters and the tensions that arose between them. This additional layer of information was
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constructed based on a dictionary of story actions, which associate to each event preconditions and
post-conditions in terms of character emotions and tensions between characters. The construction algo-
rithm then chained up actions for new stories by taking into account patterns of co-occurrence of
actions, emotions, and tensions in prior stories. The final stories generated by the system reproduced
the sequence of actions obtained in this manner but generally avoided any mentions of the emotions
and the tensions that had driven the construction process, leaving these to be inferred by the readers.

The Mexica system generally operates at the level of discourse, in the sense that it relies on knowl-
edge resources in which the relative order of events in the inspiring stories is explicitly represented, and
it constructs sequences of events in which the relative order is determined during construction based on
these resources. There is no step in the representation that might be considered a fabula. However, the
representation of affinities and tensions between must be considered a partial representation of the
source storyworld, in the sense that it constitutes information about what happened in the world
that is available to the author but not directly included in the story. It is important to note that this
kind of information is usually inferred from the text by a reader, and therefore it may also be considered
to be part of the storyworld in the sense of Ryan (1991) – as the representation of the world of the story
that the reader builds from the text.

Comprehension

The work of Niehaus and Young (2014) expands on existing work on modelling of narrative with the aid
of artificial intelligent planners and proposes an explicit computational model of a reader’s comprehen-
sion process during reading. This model allows the system to predict which elements of the narrative are
more likely to be foregrounded in the reader’s mind at a given point in the story, and, based on those,
what inferences the reader is likely to make. Niehaus uses this computational model to inform a process
of generating narrative discourse by selecting content from an event log and organizing it into a linear
sequence of statements. This is a slightly different approach to the generation of narrative in that it oper-
ates over an input that is already a plan-based representation of a story – as produced by some of the
other systems reviewed above – and generates for it a discourse that is easier to comprehend by the
reader.

Here we find again a system that receives as input a fabula and produces a discourse for it. The inter-
esting feature of this system is that for a given fabula it can produce a number of different discourses,
and it includes a module for selecting particular versions of the discourse that it considers will be easier
to understand by a reader. The criteria that support these decisions are based on models of how readers
process discourse as they read it.

Suspense

An important ingredient of narrative is the inducement of a feeling of suspense in the reader. This has
been explored in computational terms in recent years, and this effort has led to a number of valuable
insights on the nature of narrative and the elements that play a role in it.

Two different systems have relied on the definition of suspense proposed by Gerrig and Bernardo
(1994), which assumes that the feeling of suspense experienced by a reader is related to the quality or
quantity of possible avenues of escape available to the protagonist from some oncoming negative
outcome.

The DRAMATIS system by O’Neill (2013) processed an input discourse and built an associated
search space of possible outcomes to the situation as described at a given point in the story. The
view constructed by the system of the possible outcomes open to a character was constrained by a
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model of what elements of the story are foregrounded in the reader’s mind at a given point and the set
of inferences that the reader can make from them. From these considerations, DRAMATIS produces a
rating of suspense for each point of the story.

The DRAMATIS system is not a generator, it only processes a discourse and predicts a sequence of
ratings of suspense for each point of the discourse. To achieve this, it constructs for each point of the
discourse a forward projection of potential outcomes – restricted to the protagonist – which could be
considered instances of possible storyworlds in the sense of Ryan (1991).

The Suspenser system (Cheong and Young 2015) processed a plan-based representation of a story
and composed for it a discourse tailored to achieve a desired impression of suspense. To achieve this,
the system first selects a subset of the events in the story that are considered fundamental for the story –
these will be included in every version of the story – then considers which other events of the story
might be added to maximize the perception of suspense. To inform the decisions involved, it applies
a module that models the inferences that the reader might make using an additional planner to construct
possible continuations to the situation. The measure of suspense at a given point is taken as the inverse
of the number of possible positive outcomes found.

Suspenser involves complex handling of the narratological concepts we are looking at. In this case
the representation of the story as a plan needs to be considered a source storyworld, in the sense that
only part of it will be selected to make up the fabula of the story. Selection of which events in this source
storyworld are included in the fabula is made based on criteria similar to those used by DRAMATIS: A
planner is used to build potential continuations, which need to be considered possible storyworlds.
Discourse is built for the resulting fabula by ordering the resulting events. In this way, Suspenser is oper-
ating on the story it builds at the levels of source storyworld, fabula, discourse and possible storyworlds
that the reader might construct. It also includes a module to produce text from the discourse.

The IRIS (Intention Revision in Storytelling) story generation system (Fendt and Young 2017) relies
on the definition of suspense used by the Suspenser system to develop stories together with a belief/
desire/intention framework of intentionality for characters to build stories that create suspense from the
structure of their events and their timing rather than from the way they are presented. It achieves this by
developing the story in conjunction with an explicit representation of the plans of the protagonist. As
soon as a plan for the protagonist is generated, the system draws upon a set of suspense action tem-
plates to introduce threats to the plan. This will force the protagonist to revise her intentions and replan.

The IRIS system exploits the same definition of suspense proposed in Suspenser but it actually uses
it to inform the planner that is building the fabula. This allows it to introduce events that will threaten
the protagonist’s plan. To do this, it operates directly on the construction of the fabula, rather than
selecting it out of a source story world. In addition, it includes explicit representation of all the other
levels considered by Suspenser.

An alternative view on suspense is proposed by Doust (2015). This approach is based on a psycho-
logical model of narrative (Brewer and Lichtenstein 1982) that takes into account both the role of plan
comprehension and story schemas. Doust postulates the concept of narrative threads as formal descrip-
tions of a reader’s expectations about what might happen next in a given story. These narrative threads
tend to be motivated either by plan recognition or by identification of story schemas. The proposed
model constructs the set of narrative threads triggered by the accumulated events at a given point in
the story, and computes an estimate of the suspense perceived by a reader at that point based on the
number of narrative threads still requiring completion and/or the number of threads that conflict
with other active threads.

Like DRAMATIS, the model proposed by Doust (2015) does not generate stories, it is a model of
how readers process the discourse for a story. In a similar fashion, it operates by building forward pro-
jections of the action for each point of the discourse, and establishing a rating for suspense for the
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corresponding point by applying specific metrics to the number of projections built. The projections are
in this case not built by a planner but by matching the actions in the discourse to know patterns of
behaviour.

Embedded narratives

A different important aspect of narrative is the possibility of including in a given story – the frame story –
events where some character tells a story – the embedded story. Such stories told within stories give rise to
distinction of different narrative levels: The telling of a new embedded story opens a new narrative level
(Herman, Jahn and Ryan 2010). This phenomenon occurs with very high frequency in the stories that
humans consume, but it has only very recently been addressed by computational research.

The need to have different levels of representation for each narrative level, and the need to account
for the recursive nature of the embedding process by means of a stack of such representations was first
proposed by Gervás (2021). A more recent development (Gervás 2022) defines a computational model
of how to identify the relationships between the events referred to in different narrative levels:
Sometimes the embedded story describes a completely different world, sometimes it introduces
events in the current story world in the form of a flashback and sometimes it actually refers to
events already told in the frame story. Based on that model it proposes simple mechanisms for establish-
ing relative chronology for events about the same story world being referred to in different narrative
levels. These efforts have only started to scratch the surface of the problem of computational treatment
of embedded stories, which remains an open challenge.

This is yet another model that focuses on reading stories. In this case, it attempts to reconstruct the
fabula underlying a given discourse, in that it aims to establish the real chronological order between
events in the discourse. This is done by identifying events mentioned in embedded discourses and estab-
lishing their relative timing with respect to the event in the frame story. These systems work on inputs
that are conceptual descriptions of discourse, and they do not include modules to process text onto
discourse.

Possible worlds, fictional minds and tellability

The work of Berov (2021) describes a story generation system that includes many of the aspects men-
tioned to this point: specific character goals, possible words to represent outcomes of various – possibly
conflicting – plans, and emotions. It does so by combining the theory of possible worlds by Ryan (1991)
with the theory of how readers understand novels proposed by Palmer (2004) – he suggests it is pri-
marily by following the functioning of the minds of characters in the novel in terms of storyworlds con-
structed by them from the reality available to them. In the process, Berov postulates the concept of a
narrative system, which is ‘a system whose dynamics, the movement of possible worlds, lead to the emer-
gence of a plot’, where plot is understood as a ‘causal network of happenings, actions and mental events
that is consistent with the narrative’s discourse’. A narrative system as postulated by Berov includes:
The Textual Actual World it constructs, the possible worlds considered by its characters and the set
of potential plots that can be constructed from these elements. In this system, all the constituent
parts of plot are defined in reference to the mental functioning of the characters.

This is an important extension beyond prior attempts at computational modelling of narrative: it
represents not only characters but their thoughts. Prior systems had represented the salient view char-
acters had of the world, character emotions or character goals and plans, as elements relevant to con-
structing believable stories. Berov defends the hypothesis that it is a fundamental goal of narrative to
represent and communicate views on the minds of characters. He does so citing a considerable body

282 Interdisciplinary Science Reviews 49(2)



of knowledge in narratology and psychology. His system includes modules that represent character per-
sonalities based on psychological theories of cognition. Based on this it presents an account of plot that
captures character personalities, character emotions at particular points in the story, and affective causes
and conditions for agents’ plans.

Berov includes a computational definition of tellability as understood by Ryan (1991). This definition
combines ideas of what makes a story worth telling and how to tell a story well. Tellability can then be
used to select some options out of the set of possible plots for a given narrative system. By using this
definition of tellability as fitness function, Berov develops an evolutionary solution that searches the
space of possible plots from a given narrative system.

Reflections on computational models of cognitive tasks related to literature

The compilation of systems reviewed in Sections ‘Computational models for generating narrative’ and
‘Computational models of processing of narrative’ is not meant to be exhaustive. For a broader view on
story telling systems the reader is invited to consult some of the existing surveys (Kybartas and Bidarra
2016; Gervás 2021). The selection of systems presented here is aimed to support a number of important
reflections on the nature of the storytelling task from the computational point of view.

A subdivision of tasks in computational modeling of narrative

One of the main conclusions to be drawn from the review of artificial intelligence systems applied to
narrative is the diversification that has occurred on the types of tasks addressed.

Early systems focused on the task of generating the outline of a story from scratch. They focus
mainly on fabula generation. The TALESPIN (Meehan 1977), Fabulist (Riedl 2004) and Glaive (Ware
2014) systems all focus heavily on construction of fabula. Of the systems that generate multi-plot
stories, the planning-based system by Porteous, Charles and Cavazza (2016) also includes substantial
effort in fabula generation. All of these systems include an explicit representation of discourse as sep-
arate from the fabula they are building, and they include procedures for constructing the corresponding
discourse from it. Most of them additionally include specific modules to transcribe the discourse to text,
or sometimes into visual cinematics. Because of this, I prefer to consider them as systems for narrative
generation, because even though the narratives they construct may be weak at the levels of discourse or
text, they do explicitly represent all the levels and they include modules that implement the transitions
between them.

A related but slightly different type of systems generate stories by building directly at the level of
discourse, with no explicit representation of fabula. These are cases of narrative discourse generation.
Systems of this type are those based on story grammars (Rumelhart 1975), the Mexica system (Pérez
y Pérez 1999) and Minstrel (Turner 1993). Of the systems that generate multi-plot stories, those that
operate from inputs that are already sequences of discourse (Fay 2014; Concepción Gervás and
Méndez 2020) also count as discourse generators. All these systems mostly lack a representation at
the level of fabula, but it is important to note that they do include modules for building text from
the discourse.

At some point, a different kind of system appears, one that receives as input a conceptual description
of the material to be included in a story – the fabula for the story – and generates a narrative discourse
for telling it. This task we refer to as composition of narrative discourse. The solution for telling stories about a
given chess game developed by Gervás (2014), the Suspenser system (Cheong and Young 2015), the
generator for comprehensible discourse by Niehaus and Young (2014) and the interactive version of
the Merchant of Venice (Porteous, Cavazza and Charles 2010) can all be considered systems for the
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composition of narrative discourse. The process of selecting a specific plot out of the set available from
a given narrative system, as discussed by Berov (2021) also represents an instance of composition of
narrative discourse. Systems for composition of narrative discourse focus on the transition between
fabula and discourse. As such, they only address a particular stage of the process of narrative generation.

Finally, another type of system emerges, focused on generating a rendering as text of a given narra-
tive discourse. We refer to this as narrative text generation. The STORYBOOK system Callaway (2002) for
generating narrative prose from an input representation of the reference fabula and the desired dis-
course is an instance of narrative text generation. It is important to note that most fabula generation
systems and system for the composition of narrative discourse include specific modules for rendering
their outputs as text. Such modules may be considered baseline solutions for the task of narrative text
generation.

As for cases that operate at more than one level, the Merchant of Venice system by Porteous,
Cavazza and Charles (2010) is essentially a discourse composition system but it incorporates the
ability to adapt the fabula to generate discourse with particular perspectives. It also includes a
module for rendering the discourse as an interactive visual cinematic. The IRIS (Fendt 2014) system
stands out because it includes significantly elaborate modules for both fabula generation and discourse
composition.

A final type of system receives as input a discourse – usually in the form of a succession of updates
rather than as a single whole – and at each point returns a representation of conceptual constructs of
some kind as might be produced in the mind of a reader during reading. Examples of these conceptual
constructs may be plans attributed to characters, emotions, estimates of the subset of story entities fore-
grounded in the reader’s mind or impressions of suspense perceived. The versions of these constructs
built after the processing of a given update to the discourse are specific to that point in the processing
and they will change with later updates. These systems or sub-modules constitute computational models
of abilities applied by the reader. We will refer to this task as narrative interpretation. The GENESIS
system (Winston 2014), the DRAMATIS system (O’Neill 2013), the model of narrative processing
to identify suspense proposed by Doust (2015) and the models for processing embedded stories
reviewed above (Gervás 2021, 2022) all constitute pure instances of narrative interpretation tasks.
The Mexica system (Pérez y Pérez 1999) and the Suspenser system (Cheong and Young 2015) both
include modules that address some aspect of the reading task, and therefore can be considered to
include instances of narrative interpretation. The computational definition of tellability by Berov
(2021) is also an instance of narrative interpretation.

The recognition of these five different tasks as separate challenges for computational models of nar-
rative is a very important insight. However, it needs to be considered in conjunction with an awareness
that, to address narrative capabilities as exercised by humans, it is often necessary to combine these tasks
in different ways. Examples of this type of situations have already appeared in the set of systems
reviewed: combining interpretation and discourse generation (Pérez y Pérez 1999; Fay 2014; Cheong
and Young 2015), discourse composition and interpretation (Cheong and Young 2015; Niehaus and
Young 2014; Berov 2021), combining interpretation, fabula generation, and discourse composition
(Porteous, Cavazza and Charles 2010; Fendt 2014).

In terms of comparison with earlier efforts, the review presented here shows that there has been
significant progress. An early paper describing collaboration between narratologists and researchers
in artificial intelligence (Gervás et al. 2006) described as an important shortcoming of the story gener-
ator algorithms available at the time the fact that they did not allow representation of the differences
between histoire – what we have been referring to as fabula – and discours – what we have been referring
to as discourse. The present review shows that this is no longer the case. Most of the more recent
systems allow explicit representation of both fabula and discourse, and although some focus more
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on generating fabula and some focus more on generating discourse, most are aware of the distinction
and indeed include features that address the process of constructing one from the other, or even tailor-
ing the story at both levels to achieve particular effects on the reader. In contrast, another important
shortcoming noted at the time – namely that STORYBOOK was the only system that addressed gen-
eration of narrative prose at a reasonable level of complexity – still remains extant.

It is also important to consider that the set of subtasks of storytelling identified to this point is very
probably not exhaustive. As more research is carried out, additional tasks are likely to appear. In fact, it
is very probable that the shortcomings currently patent in the outcomes of storytelling systems when
compared to human output relate closely to the fact that there are still important abilities that
humans apply to the development of narrative that computational systems are not yet taking into con-
sideration. This possibility merits some further analysis, presented in the section below.

A computational view on the context of narrative

If one considers the context in which narrative occurs in the wild, it is clear that approaches that focus
exclusively on the narrative itself as a product are likely to miss out on many important characteristics of
the phenomenon as a communication mechanism. Although we have become accustomed to the view
of narrative as an object, in the way of a painting or a sculpture, it is important to consider that it ori-
ginates as an act of communication between an author and a reader. From a computational point of
view, the narrative itself is the result of an encoding process – the act of writing – that compresses a
very complex construct that would be postulated to exist in the mind of the author into a very con-
strained format as a linear sequence of statements. The act of reading constitutes a corresponding
process of decoding in which the linear sequence of statements is expanded into another very
complex construct in the mind of the reader. This view is cited by Berov (2021) in support of
several of his arguments.

It is important to note that this description needs to be hedged with a number of constraints. First,
there is a huge difference in structural complexity between the information about the story held in the
mind of the author and the information about the story actually encoded in the narrative. As the more
elaborate computational models described above show, there may be a significant amount of infor-
mation considered by the author that is not actually present explicitly in the narrative: character
goals, character emotions, details of character plans that never get put into practice. . . Having
observed this for the phenomena that have been treated computationally, it is extremely likely that
similar differences occur for phenomena that have not been explicitly addressed yet in computational
systems. Second, a similar difference holds between the information about the story encoded in the
narrative and the information about the story that the reader reconstructs in her mind. The various
models of narrative interpretation discussed above show how readers may extract via different types
of inference very relevant information about the story that is not explicitly encoded in the narrative
itself. The differences between the models – some consider plans but not emotions, some consider
emotions but not plans – also show that it is perfectly possible to address the task with partial infor-
mation and not realize that relevant information may be missing. This suggests that the features
addressed to this point may be only the tip of the iceberg of what human readers really do
process. Third, there is no guarantee that the constructs created by the reader during interpretation
be faithful to the ones conceived by the author.

The concept of a narrative system as proposed by Berov (2021) is the closest computational system
to these complex conceptual constructs that might represent the information about a narrative that
passes through authors’ or readers’ minds during their corresponding interactions with it.
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The actual existence of a full mental picture of the story as a unified construct persistent over time in
the mind of the author is of course arguable. Because the narrative is produced sequentially – say, one
page or even one sentence at a time – it is entirely possible that the full text come about without the
author ever having a full picture of the complete story in their heads. In pragmatic terms, it would
be sufficient that the author be capable of applying small tests for coherence within portions of the
story and their partial recall of the structure of the whole, or larger tests assisted by memory aids
such as plot outlines or index cards for characters. Such a view is argued by Dehn (1989) in her
model of how the limitations of human memory influence and participate in the process of writing.
The obvious need for these operations suggests a further task of revision of narrative should be considered
(Gervás and León 2016).

In a similar fashion, these limitations in the amount of information we can remember clearly play a
role in the way a reader processes a text. The models considered by O’Neill (2013) and Niehaus and
Young (2014) both rely on the concept of salience, which arises from the recognition that readers
cannot keep in their minds a complete picture of everything they have been told in a story. Instead,
they operate with a restricted subset of what they have considered more relevant, or simply with a frag-
ment that contains only the most recent information.

To further complicate the situation, we need to take into account that both author and reader are
agents capable of complex cognition, and that both operate with a clear view of this very description
of the process. Therefore both will apply all their cognitive potential to the task. This will very likely
lead to the author having in mind a mental model of how a reader would process the narrative, and
the reader having in mind a mental model of how the author produced it. The consideration of such
mental models can certainly be exploited to further refine computational models of the processes of
reading or writing. Several of the story generation systems reviewed above – indeed, all the more
refined ones – include computational models of the reader to be used in support of the generation
process. To my knowledge, there are still no systems of narrative interpretation that include a model
of the author. The explicit consideration of the peculiarities of the author – personality, background,
ideology – has clearly been a subject of interest in narratology for many years, so this is still an open
avenue for computational exploration.

The advent of neural network storytelling

The review presented in this paper has made no mention of existing efforts to apply neural networks to
storytelling tasks. There has indeed been great interest from the neural computing community to
address the generation of stories. The recent advent of ChatGPT3 appears to have achieved outstanding
results in terms of generating correct stories on demand. The number of avenues of exploitation for this
type of functionality has blossomed (Calderwood et al. 2020). However, the very nature of the neural
network approach, strictly based on training from large volumes of data with little chance for the
researcher to intervene in the process, implies that these efforts have had absolutely no input from
the existing body of knowledge on narratology or any other discipline. It is for this reason that they
are excluded from the reviews in this paper.

Conclusions

The review of existing storytelling systems shows that progress in the field has explored many different
aspects that play a role in narrative. However, most systems tend to address a particular aspect and side-
step the others, even when these other aspects have already been proven to be relevant in some other
system. This is in part justified by the generic engineering principle for addressing complex problems
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that suggests smaller sub-problems should be isolated and solved first. However, the principle requires
that once the smaller sub-problems have been solved attempts are made to combine them into solutions
for the complex problem. This second step has yet to be addressed in most cases. Part of the problem
here may be that most of these efforts have historically arisen as doctoral theses, and the current view on
requirements for a thesis by most universities proscribe the consideration of large scale complex pro-
blems. A very interesting example is the work of Berov (2021), which brings together a plethora of con-
cepts from narratology and techniques from artificial intelligence.

The review also shows four different types of system functionality. Fabula generation receives some
specification of what story is desired and generate the set of events that will appear in the story,
described here as the fabula. Discourse composition receives some data structure that describes the
events to be included in the story – the fabula – and generate a discourse to tell the story. Text gener-
ation receives a data structure that describes the narrative stream – the discourse – and generate a ren-
dition of it as text. Narrative interpretation receives a representation of narrative discourse and generate,
for each point in the discourse, a data structure that describe some aspect relevant to the interpretation
of the discourse. The use of these more specific terms to describe what a system does allows us to iden-
tify that most existing systems involve complex combinations of these functionalities.

An important conclusion that derives from the compilation of systems discussed is that, although it
is true that there are no systems that integrate all the levels involved in construction of a complete nar-
rative, solutions do exist for many of the parts. Many of the systems reviewed were never intended as
generators of complete narratives, but as fabula generators, discourse composers, or prose realizers. The
possibility of combining such systems as modules in a more complex narrative generator exists at the
theoretical level.

In terms of specific aspects, it is commendable that the planning-based approach to narrative has
managed to address so many different relevant aspects, and that later research efforts often consider
aspects addressed by prior solutions. The consideration of emotions in story generation systems,
although pioneered in the 1990s, has not been considered by any later systems. The issue of perspective
has seen some progress, but there is still a need to explore the way human authors often exploit differ-
ences in knowledge about the story world between different characters or between the characters and
the audience to achieve narrative effects. Generation of multi-plot stories has been addressed at a high
level of abstraction, yet the existing solutions would greatly benefit from enrichment with the various
aspects already tested on single plot stories. The small steps of progress being made on the processing
of embedded stories should lead to richer models of narrative interpretation in the future. When they
do, narrative generation solutions should consider how they might introduce embedded stories in their
outputs. Since embedded stories are often used by human authors to manage the flow of knowledge
about the story between the characters, systems that consider perspective might be well served by a solu-
tion that can handle the use of embedded stories.
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Notes

1. For more detailed analysis of this line of research see (Gervás, 2021).
2. ‘Plot’ in the basic sense used by lay people.
3. https://openai.com/blog/chatgpt/.
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