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Computational Creativity [CC] is a multidisciplinary research field, studying how to engineer software that exhibits behavior which would reasonably be deemed creative. This article shows how composition of software solutions in this field can effectively be supported through a CC infrastructure that supports user-friendly development of CC software components and workflows, their sharing, execution and reuse. The infrastructure allows CC researchers to build workflows that can be executed online and be easily reused by others through the workflow web address. Moreover, it enables the building of procedures composed of software developed by different researchers from different laboratories, leading to novel ways of software composition for computational purposes that were not expected in advance. This capability is illustrated on a workflow that implements a Concept Generator prototype based on the Conceptual Blending framework. The prototype consists of a composition of modules made available as web services, and is explored and tested through experiments involving blending of texts from different domains, blending of images, and poetry generation.

1 Introduction

Computational Creativity [CC] is a multidisciplinary research field mainly focused on the study and design of computational systems whose behavior can be deemed creative. Although originally seen as a subfield of Artificial Intelligence [AI], CC is now regarded as a multidisciplinary endeavor that draws on research from AI, Cognitive Science, Social Anthropology, Philosophy and Arts.

The current research in CC comprises not only various computational systems based on different cognitive theories related to creativity, such as bisociation and conceptual blending [1-9], but also evaluation methods to assess the quality of the aforementioned systems [10]. As for application domains, the research has been addressing different areas, including visual arts [11,12], music [13], poetry [14,15], and mathematics [16].

Collaborative frameworks aimed at the development, testing and sharing of creative systems are an ideal infrastructure to explore different ways of software composition and reuse, and to expand the range of application of a particular module.

We present a visual programming platform that was developed to allow the collaborative design, execution, adaptation and reuse of workflows for computational creativity applications. Such workflows are built by combining individual shared software components originally designed for performing specific tasks, or for providing access to specific resources. Building of procedures that are composed of software developed by different researchers from different laboratories is simplified, leading to novel ways of software composition for computational purposes that were not expected in advance. To illustrate the capabilities of the platform, we introduce DivagoFlow, a workflow that implements a Concept Generator prototype based on the Conceptual Blending framework. We propose and discuss several CC applications based on the integration of DivagoFlow with other modules. These applications include blending of text from different domains, blending of images, and poetry generation.

The final aim of our contribution is to provide CC researchers with an easy way to share and test their works, which will simplify the creation of collaborative projects. The workflows presented herein are already a result of combining various modules developed by researchers from different laboratories.

In Section 2 we present a brief description of a selection of easy-to-use workflow management systems that allow the user to compose complex computational pipelines in a modular visual programming manner, paying special attention to the ConCreTeFlows platform. In Section 3, we will make a concise introduction to the Conceptual Blending [CB] framework, which will provide context for the description, in Section 4, of DivagoFlow’s architecture and its implementation using ConCreTeFlows. In Section 5 we describe experiments that illustrate the capabilities of the platform. Section 6 draws conclusions and discusses future work, which includes refinements and the design of new modules.

2 Infrastructures for Computational Creativity

Infrastructures supporting computational creativity and the generation of creative systems are scarce, although some recent research attempts have tried to fill this gap. One of the recent developments is FloWr [17], a system for implementing creative systems as scripts over processes, manipulated visually as flowcharts. Another example is the ConCreTeFlows infrastructure [18], which was developed to enable the construction, sharing and execution of CC workflows, composed of software ingredients of different partners of the...
European project ConCreTe\(^1\). Both of these infrastructures use different types of resources (e.g., musical, pictorial and textual inputs) to support the development of some typical CC task such as poetry generation, metaphor creation, generation of narratives, creation of fictional ideas and conceptual blending.

ConCreTeFlows\(^2\) is an online cloud-based platform. It was developed as a fork of the more generally data analysis oriented ClowdFlows\(^19\), but unlike ClowdFlows, it offers various software components from the field of computational creativity and supports their specific resources and software requirements, such as widgets for accessing ConceptNet\(^20\) and support for the Processing programming language.

ConCreTeFlows runs in any standards compliant Web browser and needs no client side installation. Software components in the workflows (denoted as widgets) can be either native ones, which are deployed on the ConCreTeFlows platform, or web-services, which can be added to the platform on the fly.

The user interface of ConCreTeFlows follows a visual programming paradigm and allows for creation of complex workflow processes by dragging, dropping and connecting the software building blocks. The basic software components in ConCreTeFlows are graphically represented as widgets. The connections among them represent data transfers from one component's output to another one's input. Every widget performs a task based on its inputs and user defined parameters and stores the results on its outputs. ConCreTeFlows can be extended by adding new workflow components that can offer graphical user interaction during run-time and visualization of results by implementing views in any format that can be rendered in a web browser.

The graphical user interface of ConCreTeFlows is shown in Figure 1. On the top of the interface there is a toolbar where workflows can be saved, deleted, and executed. Below the toolbar, on the left, is the widget repository, which is a list of available widgets grouped by their functionality. By clicking on them, the widgets can be added to the workflow construction canvas on the right, which is the main part of the user interface. At the bottom, there is a console for displaying success and error messages. For each widget successfully executed, there is a success message. In the case of a failed execution, an error message is displayed containing the widget's name and an identification of problem (e.g., absence of input data).

The platform aims to support and facilitate workflow sharing and reusability by allowing the authors to make the workflows public (they are private by default) and offer them for reuse and adaptation to others. Each public workflow is assigned a unique URL that can be shared or published by the author and then accessed by anyone to either replicate the experiment or use the workflow as a template to design new similar workflows.

When a user that is not its author accesses a public workflow, its copy is created and added to the user's workflow repository. The copy includes the structure, all the parameter settings and all the data, which ensures replicability of its results and allows the new workflow's user to change and adapt the workflow to their needs without causing any change to the original one.

---

\(^{1}\) https://cordis.europa.eu/project/rcn/109703_en.html

\(^{2}\) http://concreteflows.ijs.si
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3 Brief Introduction to Conceptual Blending

The Conceptual Blending (CB) theory [21] was proposed to explain mechanisms involved in the creation of meaning and insight in the everyday mind. It provides a comprehensive description of the so-called conceptual integration process, which intends to explain how two distinct concepts like “horse” and “bird” can be blended into a different concept like “Pegasus”. The theory also provides a set of consistent principles as well as a terminology that can be used in creativity modeling. As a result, the CB framework has been the basis for a few artificial creative systems [1-8].

A key element in CB theory is the mental space, a partial and temporary structure of knowledge built for the purpose of local understanding and action [22]. To describe the CB process, the theory makes use of a network of four mental spaces (Figure 2(a)). Two of these correspond to the input spaces, i.e., the content that will be blended (e.g., “horse” and “bird” are the input spaces for the “Pegasus” concept). The blending process starts by finding a partial mapping between elements of these two spaces that are perceived as similar or analogous in some respect (cross-space mapping). This mapping is reflected in a third mental space, called generic space, which contains what the initial spaces have in common, allowing it to encapsulate the conceptual structure shared by the given input spaces. This third mental space provides guidance to the next step of the process, denoted as selective projection, where the matched elements as well as other surrounding elements are merged and projected into a new and final mental space, called the blend(ed) Space.

Figure 2(b) depicts an example of conceptual blending, where the concept “computer virus” results from the blending of two mental spaces: “computer” and “virus”. An initial cross-space mapping, which is represented with dense dashed lines, maps “Computer” onto “Host” and “Program” onto “Virus”. From those correspondences, selective projections are made into the blended space, which includes not only the initial matched elements but also some related (neighbor) elements. The outcome is a blended space that describes what we know as a “computer virus”. Note that this is a simplified example and, for the purpose of simplicity, the generic space is omitted.

Further stages of the blending process elaborate and complete the blend. The completion stage corresponds to the use of existing knowledge in long-term memory to generate meaningful structures in the blend, whereas the elaboration stage involves cognitive work to perform a simulation of the blended space. There is not a pre-established order for these operations and several iterations may occur.
The possibilities for blending are seemingly unlimited. As such, the complexity and the quality of blends can be quite heterogeneous. The blending process is guided by optimality principles [21, 23], which are responsible for providing guidance towards highly integrated, coherent and easily interpreted blends. Fauconnier and Turner, who proposed the CB theory, provide a list of eight optimality principles [20]:

1. Integration: a blend must constitute a tightly integrated scene that can be manipulated and perceived as a unit.
2. Topology: For any input space and any element in that space projected into the blend, it is optimal for the relations of the element in the blend to match the relations of its counterpart.
3. Web: Manipulating the blend as a unit must maintain the web of appropriate connections to the input spaces easily and without additional surveillance or computation.
4. Intensification of vital relations: the blending process has the ability to compress a diffuse conceptual structure into more intelligible and manipulable human-scale situations in the blended space. That compression is likely to occur when mental spaces are connected by vital relations, such as time, space, cause-effect, analogy, or a part-whole relation. The principle of intensification of vital relations states that diffuse structures should be compressed by scaling a single vital relation (e.g., scale down an interval of time) or transforming vital relations into others.
5. Maximization of vital relations: the number of vital relations in the blended space should be maximized in order to create human scale.
6. Pattern Completion: Other things being equal, complete elements in the blend by using existing integrated patterns as additional inputs.
7. Unpacking: The blend alone must enable the understander to unpack the blend to reconstruct the inputs, the cross-space mapping, the generic space, and the network of connections between all these spaces.
8. Relevance: All things being equal, if an element appears in the blend, there will be pressure to find significance for this element. Significance will include relevant links to other space and relevant functions in running the blend.

In the following sections, we will describe how the ConCreTeFlows platform can be used to implement ideas from CB theory for novel concept creation.

4 The DivagoFlow Architecture

DivagoFlow is a workflow for creating novel concepts, inspired by the CB theory and implemented on top of ConCreTeFlows. It represents an evolution from a previous CB system, Divago [24]. It is relevant to the field of CC as a general-purpose concept generator designed to be used in a wide diversity of application domains and to be combined with other artificial creative systems.

In order to create novel concepts, DivagoFlow starts by selecting two concepts or domains from a given knowledge base, and then produces a blend from them.

We start from the latter task, as it forms the core of conceptual blending, which comprises selective projection and subsequent tasks aimed at creating a blend with an emergent structure on its own (the blend inherits a partial structure from the input spaces but also develops a structure that is independent of the two input spaces).

4.1 Blending Given Concepts

Humans blend concepts subconsciously, but for computers it is a non-trivial task. Given two concepts to be blended, what are the possible blends? How to compute them, and how to assess their feasibility computationally?

DivagoFlow aims to invent novel blends, and at its core is the ability to interpret what blending two concepts might mean. Equipped with this ability, it may then try to select pairs of concepts to blend (see next subsection).

The architecture of DivagoFlow for blending concepts is depicted in Figure 3. There are two central modules: the Mapper and the BlendFactory.

These modules interact with four mental spaces as in the CB theory. The spaces are represented as computational versions of concept maps [25]. A concept map is a semantic network that denotes the relationship between the concepts of a given domain, which correspond to the elements of a mental space in the CB framework. It corresponds to the factual part of the micro-theory of the domain. We often represent concept maps as graphs in which the relations are arcs and elements are nodes. Figure 4 shows two concept maps for “bird” and “horse” connected through the common concept “cover”. Both domains are built with relations from a set of possibilities. The meaning of those relations is summarized in Table 1.

In addition to concept maps, the mental spaces in DivagoFlow may also include other types of knowledge: instances, rules, integrity constraints, and frames [26].

An instance is a particular example of a given domain. For example, a particular description of a bird is an instance of the domain Bird.

Rules are used to represent inherent causality. An example of a rule is “If A has wheels, then A can roll”.

Integrity constraints are rules that serve to assess the consistency of the concept by describing events or facts that cannot occur simultaneously.

Frames are a type of knowledge that includes a set of conditions and guidelines to define properties of the blend to be generated. They have the role of describing abstract prototypes of entities, actions, reasoning, situations or idiosyncrasies.

Let us now focus now on how the modules operate.
4.1.1 The Mapper

The Mapper performs the selection of elements from the input spaces for projection. Such selection is achieved by means of a partial mapping between the two concept maps using structural alignment. This operation looks for the largest isomorphic (structurally equivalent) pair of sub-graphs contained in the input spaces. Here, structural equivalence means that the graphs have the same edges (relations) regardless of the nodes. In terms of algorithmic structures, the mapping consists of a unique set of one-to-one associations of semantic concepts in the form of textual strings. The one-to-one associations are named dormant bridges.

The Mapper uses a spreading activation algorithm to look for the largest isomorphic pair of subgraphs, while the structure matching is performed through an algorithm inspired by the

<table>
<thead>
<tr>
<th>Relation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ability(A,B)</td>
<td>A is able to B</td>
</tr>
<tr>
<td>existence(A,B)</td>
<td>A exists in B</td>
</tr>
<tr>
<td>isa(A,B)</td>
<td>A is a B</td>
</tr>
<tr>
<td>lay(A,B)</td>
<td>A lays B</td>
</tr>
<tr>
<td>purpose(A,B)</td>
<td>A’s purpose is B</td>
</tr>
<tr>
<td>pw(A,B)</td>
<td>A is part of the (whole) B</td>
</tr>
<tr>
<td>sound(A,B)</td>
<td>A’s sound is B</td>
</tr>
</tbody>
</table>

Sapper framework [27].

Starting at specific concepts, the spreading activation finds a set of concepts that were activated during the execution of the
algorithm. The concept’s spreading (expansion) is done in a breadth first fashion. The concepts are activated according to a function of their relations and user specified thresholds, which together work as a filter. Hence, it is a type of graph search.

While the Sapper framework requires two cycles to obtain a mapping: one for laying down dormant bridges with the triangulation rule and another one for finding the mapping, the Mapper uses three cycles: one for laying down dormant bridges with the triangulation and squaring rules; another one for spreading activation; and a final one for finding the mapping [6]. Figure 4 also illustrates a mapping between two domains – Horse and Bird – via structural alignment.

The triangle rule creates a dormant bridge between two concepts when both share a common concept with the same relation:

$$\text{relation}(A,C) \land \text{relation}(B,C) \rightarrow A \approx B$$.

Likewise, the square rule handles the situation where the two concepts do not share a common concept as described above but do share an existing dormant bridge. In that case, the dormant bridge performs a similar function as the common concept and allows a new dormant bridge to be created if both concepts share the same relation with nearby concepts:

$$A \approx B \land \text{relation}(A,C) \land \text{relation}(B,D) \rightarrow C \approx D$$.

### 4.1.2 The BlendFactory

The second module, the BlendFactory, takes the output from the Mapper, the input spaces and a given generic space, and produces blends (see dashed block in Figure 3).

It starts by taking the mappings provided by the Mapper and performing a projection into the blend space. All the possible projections resulting from the mapping must be represented in the blend space at this stage, as we want to be as exhaustive as possible.

The mapping “horse” ↔ “bird” (see Figure 4) has four alternative projections: each node is projected as a separate concept (nodes “horse” and “bird’ in the blend), no node is projected (“nil” node in the blend space) or both nodes are combined into a node for a new concept “horse | bird”. Each of these four combinations may be a part of a possible blend.

Non-mapped nodes are projected as a copy of themselves and as a nil node (meaning that the node may appear or not in each of the possible blends). After the projection of nodes is concluded, the relations of the input spaces are also projected into the blend.

The whole set of selective projections summarize the set of all possible blends, which is called the blendoid. If the input spaces also contain other knowledge components, like rules, frames, instances and integrity constraints, they are also projected into the blend space.

The blendoid thus obtained constitutes the initial population of a genetic algorithm [GA] that explores the space of all possible blends resulting from the projection step. The GA interacts with two auxiliary components, the Elaboration and the Constraints. In each iteration, the GA sends each blend to the Elaboration component, which is responsible for applying context-dependent knowledge from the Generic Space and thus enriching the blend. Then it sends the result to the Constraints component, which implements the optimality principles of the CB theory as a set of constraints that applies to the blend to assess it. In other words, the evaluation of an individual is made by the direct application of the optimality principles. This component provides, therefore, the fitness function for the evolutionary process. The optimality constraints can be seen as competing pressures over the evolutionary process.

When the GA finds a solution with a satisfactory fitness value or a pre-defined number of iterations are reached, the BlendFactory stops the execution of the GA and returns the best blend. Figure 5 illustrates a blend of Bird with Horse.

A key feature of the DivagoFlow concept generator, inherited from the original Divago framework [3], is the explicit use of the Optimality Principles in the blending process. Several other computational models of CB do not explicitly implement this component.

In particular, six principles have been modeled: Integration, Topology, Unpacking, Maximization/Intensification of Vital Relations, Web and Relevance. For each of them, a measure is provided (see [8] for details). The fitness of each blend is measured as a weighted sum of the individual measured values.

To assess the novelty of each blend, the BlendFactory makes use of the edit distance between the input spaces and the blend, i.e., the number of insert and delete operations required to transform one space into the other. The larger the distance to both input spaces, the higher is the novelty of the blend.

### 4.2 Choosing What to Blend

We have described above how blends are produced by DivagoFlows, given two concepts to blend. The overall aim of DivagoFlows is, however, to create novel blends, and selecting what to blend is a major component of the creative process. While concept blending is a relatively focused task (find an optimal blend for the given concepts), deciding what to blend is a much more open task (find a pair of concepts/domains/input spaces that give an interesting blend). Obviously, these two subtasks are tightly intertwined and selection should be informed of the blending process.

The overall DivagoFlow implementation, discussed in more detail in next subsection and represented in Figure 6, includes the Domain Spotter [DS], a module that tries to spot promising input spaces to blend within a large-scale concept map. More specifically, DS takes a semantic network and extracts two subgraphs to be used as input by both the Mapper and the BlendFactory. To perform the task, the module uses exclusively structural information from the semantic network and therefore does not resort to any additional resources (e.g., to perform semantic analysis).
The algorithm behind the DS is based on the formalized work by Nagel et al. [28]. The principle supporting both the DS and the work of Nagel et al. is the juxtaposition of two apparently unrelated domains (sets of concepts and relations) through a single term, the bridging concept. Intuitively, the ideal concept to select as a bridging concept is one that is present in at most two relations. As an example, we can think of the concept “life” connected (e.g., through relations “isa”) to a concept of the domain “animal” and to different concept of the domain “plant”. In this case, the bridging concept “life” is a vertex of the semantic graph, with a degree of two, connecting the “animal” and “plant” input spaces, and thus being present in the intersection of both spaces.

This notion of pairing two disjoint frames of reference using a single connection (relation or concept) was put forth by Koestler and named bisociation [29]. Our implementation allows the existence of more than one bridging node in the same pair of graphs, although the algorithm gives preference to a single bridging node solution. Additionally, the DS allows the manipulation of a highly interconnected semantic graph and an improved capability for handling real world blending examples.

Hence, this module executes a partitioning of the semantic graph in two sub-graphs, corresponding these to the two input spaces required. On the other hand, both input spaces should be maximized in cardinality (number of concepts or vertices) to maximize the information contained in the extracted graphs. The input spaces should also have a similar cardinality to correct for bias in either input spaces and, thus, give both an equal opportunity for influence in the succeeding modules of the concept generator.

The extended DivagoFlow as an executable workflow in ConCreTeFlows.

Figure 5 Blend of “bird” with “horse”.

Assuming that the semantic graph may represent a vast amount of knowledge, possibly from multiple domains and thus may be composed of a large amount of concepts and relations, the DS resorts to a fast GA capable of handling large output blends in real-time [30]. As an example, with a custom version of ConceptNet V5 (1791604 edges and 1229508 concepts) [20] and a population of 256 chromosomes we have an average execution time per epoch of 0.973±1.421 seconds (Intel X3470, 32 GB of RAM, Windows 7 x64 SP1).

The GA uses heuristics such as the degree of the vertex chosen as bridging concept, the cardinality of both the sub-graphs corresponding to the input spaces, including the ratio
between the two cardinalities. These heuristics are combined in the fitness function, which guides the optimization process behind the partitioning of the semantic graph.

One of the main differences between our work and Nagel's is that the latter requires two completely disjoint sets, while ours allows a user configured tolerance of the intersection between the two extracted domains. It is, thus, better prepared for handling real semantic data with partially overlapping regions.

This tolerance is calculated as a ratio between the cardinality of both the extracted input spaces (sub-graphs) and the number of vertices (concepts) in their intersection. However, this intersection should ideally only be composed of one vertex, the bridging concept. Therefore, the algorithm aims to find a minimum possible number of vertices in the intersection.

4.3 Integration in ConCreTeFlows
We have implemented DivagoFlow in the ConCreTeFlows platform to offer its main functionalities as web services and allow its integration with other modules being developed within ConCreTe. Each of the DivagoFlow modules (Mapper, BlendFactory and Domain Spotter) was implemented as a widget (“drop-in” graphical elements available in the ConCreTeFlows user interface).

4.4 Auxiliary tools
We developed two auxiliary tools to support the development and use of DivagoFlow: Concept Blend Visualizer and TextStorm, a concept map generator.

These tools will be described next. In addition, we have developed a tool for generation of visual metaphors, also applicable in conjunction with DivagoFlow (see Section 5).

4.4.1 Concept Blend Visualizer
The first tool, Concept Blend Visualizer [CBV], provides an interactive visualization where the different stages of the blending mechanism are represented in a four-space CB network. Each of the four mental spaces – the two input spaces, the blend and the generic space – is depicted as a large circle containing a node-link diagram, which represents all the concepts and relationships belonging to that space.

The visualization not only adapts to any user-provided datasets, but also sorts nodes inside each concept space through a force-based layout that attracts related nodes while repelling others, which creates self-organizing networks and prevents overlaps. Additionally, the initial position of nodes is calculated through a layout that minimizes edge intersections, thus reducing visual noise. Figure 7 presents a visualization by the CBV of a Horse and Bird conceptual blend, where it depicts all four mental spaces.

The visualization is interactive and can be panned and zoomed with the mouse, while individual nodes can be selected or dragged. Selecting a node will highlight it and shows the names of the edges connected to that node, while the remaining edges will be faded out. If the user hovers the perimeter of the large circle that represents a space, it will highlight only the edges between that mental space and the others.

Edges within each space are directed and their direction is represented by the line's thickness that resembles an arrow, where the thinnest end points to the target node. If the same concepts have multiple types of relationships, this is represented with branching edges. Furthermore, there are non-directed colored edges that represent relationships between spaces when a node is selected. Nodes that exist both in the input space and in the blend will be connected through a blue line, similar nodes between the input spaces will be connected with a pink line, and relationships between the generic space are represented with a red line.

4.4.2 TextStorm
The second tool, TextStorm [31], is aimed at extracting concept maps from natural language texts. Given an input text, TextStorm applies Part-of-Speech tagging and looks for entries in WordNet [32]. Then, it builds predicates that map relations between two concepts from parsing sentences. The goal is to extract from utterances such as “Cows, as well as rabbits, eat only vegetables, while humans eat also meat”, the predicates \{eat(cow, vegetables), eat(rabbit, vegetables), eat(human, vegetables), eat(human, meat)\}, which will form its concept map.

Since, in real world, concepts in text are not named every time the same way, TextStorm uses WordNet's synonymy semantic relationship [32] to identify the concepts that were already referred before with a different name, taking advantage of the fact that WordNet’s organization is based on synonymy: words are grouped in sets of synonyms (synsets).

5 Experiments with DivagoFlow
We report and discuss a series of experiments on ConCreTeFlows in which DivagoFlow is integrated with other modules to build different CC applications including blending of texts from different domains, blending images, and poetry generation from texts.

Our main goal is to illustrate the capability of the infrastructure in allowing novel ways of software composition. However, it should be noted that this series of experiments does not include an evaluation of the different compositions in terms of the quality of the artifacts produced. For this type of evaluation, we refer the reader to previous works where comprehensive evaluations were performed [3,8,33,34].

5.1 Experiment with DivagoFlow + TextStorm
The combination of DivagoFlow and TextStorm modules is especially useful when text is used as a resource.

Figure 1 depicts a screenshot of a workflow implementation in ConCreTeFlows where TextStorm and DivagoFlow are combined to produce blends from a textual description of concepts in natural language. Figure 8 contains a visualization of the blend produced by the workflow depicted in Figure 1.

5.2 Experiment with DivagoFlow + Vismantic
Vismantic [33] is a tool to generate visual metaphors, which can be used to visualize possible blends. Vismantic takes as input two concepts and outputs an image where properties relating to both concepts are present. The resulting visual blend is not a
representation of a blend created by a concept blender, but an independent visual blend of the two concepts. As such, it can be used as a visual complement to the output of DivagoFlow.

In order to generate images, Vismantic first finds photos tagged with the two concepts in Flickr\(^3\), respectively. Then, it analyzes each retrieved image keeping only the relevant images with high enough quality.

For each kept image, Vismantic separates the subject (the most salient object) and the background, and inpaints the subject mask in the background image aiming to hide any marks of the subject.

To create visual metaphors, Vismantic implements three visual operations: juxtaposition, replacement and fusion (see [33] for details). In this paper, we consider the latter two operations. In replacement, the subject of an image is replaced with the subject of another image, e.g., a bird replaced with a horse could show horse on a tree branch as is shown in Figure 9 (a). In fusion, the texture of a subject is used to paint the other subject, e.g. a bird fused with a horse could show bird's silhouette where feathers resemble horse's fur as is shown in Figure 9 (b).

5.3 Experiment with DivagoFlow + PoeTryMe

PoeTryMe [14] is a poetry generation platform that relies on a modular architecture, which enables the independent development of each module and provides a high level of customization, depending on the needs of the system and ideas of the user or developer.

---

\(^3\) https://www.flickr.com/
It was originally developed for Portuguese, but, among other instantiations, it was later adapted to Spanish and English [34]. Poetry is generated with the help of a given semantic network and a grammar with rules for generating lines based on the relations of the network. A generation strategy exploits the previous in order to generate new natural language fragments where a known semantic relation holds, and it organizes generated lines, such that they suit, as much as possible, the structure of a poetic form and exhibit certain features, such as rhymes.

Similarly to previous work [35], where it was used for generating poetry from TextStorm concept maps, here PoeTryMe was run using the graph of the Horse-Bird blend as its semantic network.

Yet, given that the current generation grammars did not have rules for most of the relations in this graph, a new grammar had to be created.

This was done automatically, as follows:
1. Every line in 55000+ Song Lyrics dataset\(^4\) was scanned for the presence of two words that were related in a small collection of concept maps previously used by DivagoFlow. For instance:
   1.1. (wing, pw, bird) → as a bird with a broken wing
   1.2. (eye, purpose, see) → the eye can see
   1.3. (green, isa, color) → but green is the color of spring
2. For each of the previous 397 lines found, the name of the related words is replaced by a placeholder and the resulting pattern is added to a grammar as a possible way to render the relation type in text. For the previous examples:
   2.1. pw → as a <arg2> with a broken <arg1>
   2.2. purpose → the <arg1> can <arg2>

2.3. isa → but <arg1> is the <arg2> of spring

We present poems for the horse and bird graphs, as well as for the horse-bird blend. All of them are blocks-of-four lines with the same length, some with eight syllables (first three), others with ten (last three). They were all generated with a generate-and-test strategy. More precisely, for each line to fill, up to \(n=2,000\) textual fragments are produced sequentially and tested against the target size and rhyme, while keeping the best one.

Blocks of four lines generated for the Horse graph:

\(^4\) https://www.kaggle.com/mousehead/songlyrics
Though, an evaluation of poems produced by PoeTryMe, in different languages, is presented elsewhere [34], focusing on poetic features (metrics and rhyme); variation of text in different poems produced with the same seed words; and topicality, which is related to the semantic connection between the seed words and the words used.

5.4 Dealing with more realistic graphs

We have recently added a new component to ConCreTeFlows, the mapping module EEmapper [36]. It is an evolution from the work presented in [37] and executes a similar task to the Mapper module – the extraction of a concept map (a mapping) from semantic networks.

The EEmapper was developed in order to have an algorithm fast enough to extract mappings, in real-time, from large non-trivial conceptual graphs on the Internet, such as ConceptNet [20]. The speed requirement is not only due to the requirement of handling large semantic structures, but to support future developments and increased complexity in the fitness function of the optimization algorithm. We previously implemented an optimum mapper capable of finding the largest mappings [38] but, by being optimal, that algorithm is not able to work in real-time with conceptual graphs containing more than a hundred concepts. This happens because finding isomorphic sub-graphs is a complex task with a computational time complexity between polynomial and exponential [39].

As with Mapper, the EEmapper extracts mappings of concepts by finding sub-isomorphisms in the input conceptual graphs. Each isomorphism is built according to the structure of edges and their labels between two sub-graphs contained within the larger conceptual graph. The EEmapper is built on a GA, which stochastically evolves a large number of individuals through many generations, each individual representing a mapping of concepts. As any GA, the search for an optimal mapping is done according to the search space defined by the fitness function. Since the EEmapper is still a proof of concept, the fitness of any mapping is simply the number of concept pairs contained in the mapping. Hence, the EEmapper aims to find the mapping with the greatest amount of concept associations.

The mapper evolves isomorphisms heading towards the optimum guided by the fitness function. Each chromosome is built by first randomly choosing a pair of distinct concepts (the root pair – similar to Sapper’s dormant bridge), and then randomly expanding the mapping in an isomorphic way. The isomorphism is structured according to the same sequence of nearby relations connected to either the left or the right concepts contained in the pair in a breadth first expansion. Each chromosome is thus composed by two sub-graphs connected either to the left or right root pair concept. Both sub-graphs have exactly the same edge structure (the direction and label of every edge). A mapping is extracted from the set of concepts contained in those sub-graphs. During evolution, a mutation operator is continuously applied to both the root pair of every chromosome and the structural pattern of relations defining the isomorphism in order to roam the search space. In each epoch, the mapper applies a tournament selection to exert selection pressure on the population towards the optimum solution – the largest mapping – which is returned when the evolution reaches a time limit.

The EEmapper in its ConCreTeFlows version is invoked by
the workflow as a remote Web Service. To demonstrate the mapper web service, we have a publicly available workflow titled EEmapper. The workflow is comprised of various format converters, the EE mapping itself and a concept graph drawing module. In this workflow, as input spaces, we have two semantic graphs given as triples defining the concepts and edges. These triplets are stated as Comma Separated Values (CSV) in the form source,relation,target with the source and target concepts corresponding to the vertices in the semantic graph and their relation name to the label of the directed edge connecting the two vertices.

To be compatible with other modules present in ConCreTeFlows, the EE mapper component works with inputs and outputs in Divago format (e.g., facts and rules in Prolog) and hence this workflow uses two converters to adapt each input in the CSV format to the DT format required by the EE mapper module. The two remaining EE mapper inputs are pop and tim. The former specifies the size of the population being evolved by the GA internal to the mapping module and the latter specifies the maximum time (in seconds) that the GA can execute. As in any GA and in general, the larger these two values are, the higher the probability of obtaining better results.

After its execution, the EE mapper module generates two outputs. The first is the best mapping found by the algorithm and the second output is the same analogy but projected back in the original conceptual graph. As an example, a mapping containing 1,195 concept pairs is shown in Figure 10.

### 6 Conclusion

In this paper we presented ConCreTeFlows - a visual programming platform for development, execution and sharing of workflows for computational creativity applications. The platform was showcased through a conceptual blending solution named DivagoFlow, which is based on the Conceptual Blending framework.

The core concept blending part of DivagoFlow is composed of two modules, the Mapper and the BlendFactory.

- The Mapper performs the selection of elements from the input spaces for projection by searching for partial mappings between the two concept maps using structural alignment.
- The BlendFactory takes such mappings, the input spaces and a given generic space, and produces blends. This module is based on a genetic algorithm that explores the space of all possible blends resulting from the projection step. An implementation of the optimality principles of the CB Theory provides the fitness function for the evolutionary process.
- The module that selects what concepts to blend is Domain Spotter. It introduces an autonomous and pro-active search for seemingly unrelated input spaces from a wide concept space. This module takes a semantic graph and extracts two sub-graphs to be used as input by both the Mapper and the BlendFactory.

To perform the task, the module uses exclusively structural information from the semantic graph and therefore does not resort to any additional resources (e.g., to perform semantic analysis). We have also described experiments where DivagoFlow was combined with other systems. This included TextStorm, used for acquiring concept maps from text, Vismantic, for generating visual blends, and PoeTryMe, for producing poetry inspired by given concepts, including blends. All these experiments confirm that DivagoFlow can be used as a piece in other workflows, towards the generation of different creative artifacts.

Some interesting topics for future work can be identified. First, DivagoFlow can only deal with two input spaces. However, the original CB framework, as proposed by Fauconnier and Turner, allows the existence of more than two input spaces. Although this is a limitation of our method, it cannot be regarded as a significant drawback or a simplistic modelling of the CB mechanism, as the use of two input spaces is sufficient to ensure advanced and complex forms of blending.

Also, the Domain Spotter identifies input spaces linked with (at least) a bridging concept. This is a common strategy to identify seemingly unrelated pieces of information, as the bridging concept often corresponds to metaphors or ambiguous concepts. We do not expect further improvements in the Mapper module but we do believe that the ensemble Domain Spotter + EE mapper can still be substantially improved in at least two aspects: additional changes in the genetic mutation to traverse more of the search space and support for multi-objective optimization allowing multiple angles of semantic evaluation in the evolving mappings.

Finally, the CB Visualizer has not been integrated in the platform so far, but we envisage to do so in a near future. It can either be integrated as a part of the BlendFactory or as an independent widget that communicates with the BlendFactory.
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