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This paper presents an approach to the automated mark-uptefwék emotional labels. The approach
considers two possible representations of emotions inlparamotional categories (emotional tags used to refer
to emotions) and emotional dimensions (measures that try to rttweleksential aspects of emotions numerically).
For each representation, a corpus of example texts preyiansbtated by human evaluators is mined for an initial
assignment of emotional features to words. This results insadfi Emotional Words (LEW) which becomes a
useful resource for later automated mark-up. The algorithopgsed for the automated mark-up of text closely
mirrors the steps taken during feature extraction, emplogiggmbination of the LEW resource and the ANEW
word list for the actual assignment of emotional features,\&ddNet for knowledge-based expansion of words
not occurring in either and an ontology of emotional categgrirhe algorithm for automated mark-up is tested
and the results are discussed with respect to three mairsigbeerelative adequacy of each of the representations
used, correctness and coverage of the proposed algorittdradiditional techniques and solutions that may be
employed to improve the results. The average precentage céssiobtained by our approach when it marks up
with emotional dimensions is around 80% and when it marks up entlotional categories is around 50%. The
main contribution of the approach presented in this papdrasit allows dimensions and categories at different
levels of abstraction to operate simultaneously during nugrk-
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1. INTRODUCTION

This work deals with the computational mark-up of the emotions that are priesan
text, and it is included in what has come to be known as the fielfesitiment Analysis
Sentiment Analysis is part of the broader aredftiéctive Computingvhich aims to enable
computers to recognize and express emotions (Picard, 1997). Initil evoiSentiment
Analysis focused on the specific application of classifying reviews daagto their polarity
(positive or negative). However, nowadays the term Sentiment Analyfass generally to
the computational treatment of opinion, emotion and subjectivity in any kind @frdent.

Sentiment Analysis has advanced enormously in recent years. Thpréijstts in the
area were centered on beliefs (Carbonell, 1979). Later work hassdédcmostly on inter-
pretation of metaphor, narrative, affect, point of view (Sack, 199¢bé/ 1994), and other
areas related to these topics (Wiebe et al., 1999; Wiebe and Rapa@&}), The year 2001
marked the beginning of widespread awareness of the researchwppes that this new
field providesi|(Liu et all, 2003; Pang et al., 2002; Turney, 2002)tdfa behind this success
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2 COMPUTATIONAL INTELLIGENCE

include the following three_(Pang and I.ee, 2008): the rise of machineitgamethods in
Natural Language Processing and Information Retrieval, the availabililatfsets to be
trained on and to be analyzed, and the creation of competitions and comrappliaations.
As an example of the current interest in the research problem this pagegeswith is the
workshop on “Computational Approaches to Analysis and Generatiomaftign in Text”
at NAACL 20041,

This general progress in the field notwithstanding, research in geoer8entiment
Analysis has so far been restricted to the most basic case studies tha¢ candidered:
analysis applied only to texts that have a single overarching emotional kias {fems, blog
articles, opinion pieces, customer complaints...) and analysis aimed at idenéfgiwtipnal
connotations of a very particular kind (positive or negative attitude, &iairce), singled out
from a larger range of emotional connotations that are then ignoredréathéhis undoubt-
edly leads to more impressive qualitative results at the experimental levelelthddis yet
to expand its coverage over other kinds of texts or other kinds of emotéonaropen to
similar analysis.

Emotions are inherent to any human activity, including our interactions with aters
Processing emotions expressed in natural language within a speech dodexnent is
becoming a requirement demanded of any computational system that aimarta oétural
interface to its users. For example, recognizing certain emotions in a hureakespvould
permit a computer to react to the commands according to the emotional situatteading
giving a neutral response; and that response from the machine cabeatgenerated after
considering which emotion it should express to the user (Evens, 2008nieteal.| 2002).
Synthesized speech would also be significantly improved by reproduiffiagedt emotional
connotations when modulating the synthesized voice.

The recognition of emotions expressed in natural language is not only tampdor
classic interfaces but also for on-line advice and recommendation sysRamg énd Lee,
2008). The interest that users show in on-line opinions and the poterftidnoe of such
opinions is something that vendors are paying more and more attentlon tondigf2008),
which makes it very important to identify the emotions behind them automatically. Emo-
tional analysis algorithms have been recently applied to the creation of cdinpatanodels
of human opinion from customers’ on-line reviews (Wright, 2009).

In addition, the automatic generation of text and speech have been widaipped
over the last two decades, and have often given rise to technologiatibes for restricted
domains. Affective Computing aims for more natural interactions, particuiarlge areas
of the recognition and generation of emotions (Panglet al.,| 2002; Tunieligman/ 2003;
Merola, 2007; Busso et al., 2008).

A fundamental technique in Sentiment Analysis (Pang and|Lee/ 2008) itatmfica-
tion of emotions. An example of classification is making a decision for a partisaldence
(“What emotion is evoked by this sentence?”). For the automatic mark-umofi@ns in
texts it is clear that some guidelines about how people express their featimgequired,
and a text corpus with emotional annotations might be a reasonable firgsostayuls that
goal. This paper presents the creation of a corpus of texts marked upmidtipas and an
approach, based on this corpus, which automatically annotates texts with esnétiono-
tating text with emotional content is a difficult task. As the identification and assgt
of emotions are subjective decisions, it is common to find that different hiamaatators
assign different emotional tags to the same sentence or piece of textforbeieis very
important to study how the emotional annotation process of a corpus igmpeddn order

Lhttp://www.site.uottawa.ca/ diana/naacl2CEMotionWorkshop.html
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to define that process properly, while reducing its dependence orctubjeriteria as much
as possible.

The role of narrative as a vehicle for exercising and communicating empaoxsin
the process helping people to learn about them and come to terms with therneghasdd
documented since the Poetics of Aristotle. From this perspective, it makss ggéthin the
domain of our research to consider narrative texts as a valuable doureeploring what
the full range of emotional connotations might be. The choice to studytivartaxts would
also make it possible to link the results of this research to the greater effoenty being
undertaken by the entertainment industry to explore further uses ofmatan technology in
providing new experiences for gamers and consumers of other interawtidia. Where such
efforts involve the identification, representation, reproduction or indactfemotion in the
user, a rich computational representation of emotion, a procedure fibutittg emotion to
text, and a corpus of material annotated with such a representation, weukhbvaluable
resources.

In such a context, it would also be extremely useful if the representatiosechfor
annotation were devised in such a way as to provide flexible transitions betliféerent
degrees of granularity in the annotation. Because some researdh affyr wish to concen-
trate on a small set of generic emotions, and others may want to considesidebrange,
a resource that allows easy conversion from annotations in terms ofigemeotions to
annotations in terms of larger sets of emotional labels, or conversiorsatifiesent methods
of representing emotion, would be very useful.

Our research goal is therefore to create an annotated corpusifativeaapplications and
an approach to automatically mark up texts with emotional content by using the tato mo
relevant methods to represent emotional states: emotional categories (ehtags used
to refer to emotions) and emotional dimensions (measures that try to modelsth&iaks
aspects of emotions numerically). Previous attempts have been carriedreaeim years
in order to obtain a text corpus marked up with emotions and systems that autdiyatic
annotate texts with emotions. However, most of these attempts were orientedsdha
identification of the positive or negative polarity of the texts (Bestgen, 1P9Bqg et al.,
2002; Read, 2005; Popescu and Etzioni, 2005) or their classificatiomwaigmall set of pre-
set emotions.(Zhe and Boucouvalas, 2002; Alm and Sproat, 2005; Amh8zpakowicz,
2007; Strapparava and Mihalcea, 2008). In contrast, our apprsesha broader spectrum
of emotional concepts for the annotation.

The rest of the paper is structured as follows. Sedtion 2 presents tmtiabaspects
of the emotions. Sectidd 3 presents a brief outline of the previous work oticgrabmark-
up. Section ¥ provides a detailed explanation of how EmoTag works. S&pogsents the
results obtained by EmoTag. Finally, Secfion 6 discusses the results obduand Section
[4 shows the main conclusions of our work and presents some ideas far fubuk which
will improve the results obtained by this approach.

2. EMOTIONS

Emotions are not an easy phenomenon; there is a large number of faetaerlribute
to the generation of emotions. Izard (1971) suggested that a good defofitonotion must
take into account: the conscious feeling of the emotion, the processespfiesran the
nervous system and in the brain, and the expressive models.

Appraisal Theory|(Scherer etlal., 2001; Read et al., 2007) is the id¢@tiotions are
extracted from our evaluations (appraisals) of events that causéicpeactions in different
people. Essentially, our appraisal of a situation can cause three diffeit@éudes: affect
(personal emotion), judgement (appraisal of other's behaviourpregiation (evaluation
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of phenomena). All three ways of feeling can be either positive or negati this paper we
are going to focus on appraisals that cause an emotional, or affeethgmnse.

There is a number of theories about how to represent emotions, whiexleened in
Sectior 2.1, and different theories about how these emotions could beuséd, which are
explained in Section 2.2.

2.1. Representation of Emotions

There is a number of theories about how many emotions there actually ateeda
theories the number of emotions varies from two up to hundreds (OrtonVianer, 1990).
There are different methods to represent emotions (Cowie and Coridi3) but two are
the most important and the most often used in existing approaches in Sentimagsia:
emotional categorieandemotional dimensions

Emotional categories This analytical perspective deals with verbal tags as commonly
understood by speakers to refer to emotions. Different languagegiprassorted words
with varying degrees of expressiveness for the description of embttatas. That is why
several approaches have been proposed to reduce the numberdsf weed to identify
emotions, for example with the use lodisic emotionssuper-ordinate emotional categories
or essential everyday emotion terniasic emotiongefer to those that are more well-
known and understandable to everybody than others (Cowie andl®gri2003). In the
super-ordinate emotional categori@pproach some emotional categories are proposed as
more fundamental, with the argument that they subsume the others (S41984), Finally,
the essential everyday emotion terrapproach focuses on emotional words that play an
important role in everyday life (Cowie etlal., 1999).

Emotional dimensions Emotional dimensions are measures that try to model the es-
sential aspects of emotions numerically. Emotional dimensions deal with scaéppens
and placements on artificially imposed scales of identified characteristics dio@soAl-
though there are different dimensional models with different dimensionsnantkrical
scales|(Fontaine etlal., 2007), most of them agree on three basic dimesitedeval-
uation, activationand power (Osgood et al., 1957 Evaluationrepresents how positive or
negative an emotion is. At one extreme we have emotions sutdpgénesssatisfactiorand
hopewhile at the other we find emotions suchwathappinessdissatisfactioranddespait
Activation represents an activity versus passivity scale of emotions, with emotiohs suc
asexcitationat one extreme, and at the other emotions sucbafranessand relaxation
Powerrepresents the sense of control which the emotion exerts on the subjecte And
of the scale we have emotions characterized as completely controlled, sdiear and
submissiorand at the other end we find emotions sucd@wsinanceandcontemptTo assess
the three dimensions, there is an affective rating system originally deviskdry (1980)
called SAM. The graphic SAM figures comprise bipolar scales that deffieteht values
along each emotional dimension. Figlie 1 illustrates a version of SAM. Favidaation
dimension SAM ranges from a smiling, happy figure to a frowning, unhapgpydi to
represent the activation dimension SAM ranges from a excited, widgfigyee to a relaxed,
sleepy figure. For the power dimension, SAM ranges from a small figumai(dhted) to a
large figure (in control). The subject can select any of the 5 figuresoh scale or the space
between two figures, which results in a 9-point rating scale for each diamens

The clearest distinction between the two methods is that emotional dimensions allow
the representation of any point in the space of emotional values capturtitkib three
axes of representation, irrespective of whether there exists a sgegifial label for the
emotional category that would correspond to that point. In this sensecdndye considered
to represent a continuous space, even if the actual assignment of t@aleach dimension
is done in terms of discrete numbers. There may well be large volumes of Hsbjgo



EMOTAG: AN APPROACH TOAUTOMATED MARK-UP OFEMOTIONS IN TEXTS 5

emotional space for which there are no lexical labels available, or voluraeart covered
differently in terms of lexical labels across different languages. Theesentation in terms
of emotional dimensions is therefore considered to be more generic.

An emotional markup language that allows to mark up emotions both as emoti¢nal ca
egories and as emotional dimensions was proposed by the W3C EmotionpMakguage
Incubator group.(Sckider et al., 2008).
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FIGURE 1. Dimensional scales according to SAM: evaluation, activation and power

2.2. Structure of Emotions

Psychologists have been searching for a suitable way to structure otipeahoeper-
toire. Several methods have been proposed, each with its own advaatabeisadvantages.

Methods based on emotional dimensions aim to capture the similarities andrdiffere
among emotions. Some researchers propose a two-dimensional spaeethsitzely con-
siders the emotions of evaluation and activation. This is calleditbemflex modelhere the
points that correspond to all possible emotions form a circle (Russell; Y#&son and Tellegen,
1985). Viewing the multitude of emotions as points in a two-dimensional spadeeaaseful
in understanding the most generic emotions but not the most specific aniesmodel
reduces the variety of emotional states, and does not capture the slighewlifs found
beyond the most generic sensations.

As an alternative to dimensional spaces some researchers have usted ahalysis
(Storm and Storm, 193[7; Shaver etlal., 1987; Parrott, 2001; Ain®&f))1 These approaches
group emotions into clusters, with the number of clusters depending on pactfics ap-
proach! Storm and Storm (198@)oposethe use of 12 clustersove happinesssadness
anger, fear, anxiety contentmentdisgust hostility, liking, pride and shame|Shaver et all.
(1987) proposethe use of 5 clusters calleaffection happinesssadnessangerandfear.
Parrott (2001) presents a more detailed list of emotions categorized imtdrelecstructure.
This structure has three levels for primary, secondary and tertiary erao#anprimary
emotions, Parrot presents/e joy, surprise anger, sadnesandfear. Secondary emotions
give nuance to primary emotions, elgve hasaffection lust and longing as secondary
emotions. Finally, tertiary emotions give further nuance to secondary ersptog.lust
is a secondary emotion withrousal desire passionandinfatuationas tertiary emotions.
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Arnold (1960) uses 11 basic emotiosiger, aversion courage dejection desire despair
fear, hate hope loveandsadness

Instead of grouping emotions according to their global similarity, other relsees pre-
fer to group emotions based on different criteria such as the componahtsirchppraisals
(Scherer, 1984) or the events that give rise to them (Ortony et al., 1988)

To summarize, there are many different ways to structure emotions andppatach
may be useful for a different purpose. Any approach that aims todfelun a great variety
of applications should take advantage of all these different repreéserstaf the world of
emotions.

3. PREVIOUS WORK IN EMOTIONAL MARK-UP

This section presents a brief outline of the previous work related to the npaoktexts
with emotional content. First we present a brief outline of the affective diaties which
have been developed in the recent past and second, a review ofriet systems for tagging
texts with emotional content.

3.1. Affective Dictionaries

There are different types of affective dictionaries, depending ortyihe of emotion
taken into account. There are affective dictionaries which classify svord emotional
dimensions, emotional categories, or both, and others that measure jbetigitp of the
words. There are some dictionaries described hereafter that areshabjput emotion per
se, such as the work of Hatzivassiloglou and McKeown (1997), Tamnd Littman [(2003)
or SentiWordNet (Esuli and Sebastlani, 2006) but we feel that theyldibe included here
in order to show the current state of sentiment analysis.

First we have the affective dictionaries which use emotional dimensionsdaldsifi-
cation of the words.

An initial group includes those researphojects that classify words into those with
positive or negative connotations. Hatzivassiloglou and McKeown #)l8fborated a list
of frequent adjectives with an associted orientatipos{tiveor negativg. The process in-
volved an initial manual assignment followed by an extension to a broadeabsd on co-
occurrence. The basic idea is that if an adjective with an unknown potajigars together
with an adjective with a known polarityhe first adjective takes the polarity of the second
one. Turney and Littman (2008)assify words into positives and negatives. In order to do
that, given a word, they obtained the frequencyappearances ofthat word along with
positive words good nice, excellent etc.) and the frequency of appearances of the word
along with negative word$@d nasty poor, etc.). Based on these two frequencies they deter-
mined the valence of the word. Grefenstette et al. (2006) use patternsootarrence with
indicative words to identifgmotion-bearingwords over the web. Patterns consisted of pair
of words likely to precedemotion-bearing words, and they consisted of a specifiord
from a list of 21 wordsdppear appears appearedappearing feel feels etc.) followed by
a quantifying adverbalmost extremelyso, too or very). This resulted in 105 patterns which
were used as queries imwv. al | t heweb. com The word which appeared in each case
just after the pattern was taken and classified by one person into posgiyative or not
affective words.

A second group involves researshistemsthat assign to words values related to emo-
tional dimensions. Whissell’'s Dictionary of Affect in Language (DAL) (i84ell,|1989)
is a resource for measuring the evaluation and activation of words asasvéile images
associated with that word. It does this in terms of three dimens®srauation activation
andimagery There are no scores for tpewerdimension. The Affective Norms for English
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Words (ANEW) (Bradley and Lang, 1999) is a set of normative emoticatalgs, in terms
of evaluation activationandpower, for a large number of words in the English language.
This database of emotional words is content-independent.

A third group involves research efforts that associate with each wdnévalong a dif-
ferent set of dimensions. The Lasswell Value Dictionary (LasswellNaxtienwirth| 1969)
marks up words with binary values which correspond with eight basic dimenisvealth
power, rectitude respect enlightenmentskill, affectionandwell-being Based on the Lass-
well Value Dictionary, Stone et al. (1966) created the content dictiorarylfie General
Inquirer. The General Inquirer’s dictionary has a large number afl$abuch asctive
passivestrong weak pleasure pain, feeling arousalor virtue. The words in this case either
have an attribute or not; no intermediate degrees are considered.

There are other dictionaries that assign each word emotional categauasas the
Clairvoyance Affect Lexiconl (Huettner and Subasic, 2000) which eeasloped by hand
at the beginning of the nineties. The dictionary entries have an associtgetiva label, a
weight which measures the position of the word in the affective label amutemsity.

There are dictionaries that combine affective labels with emotional dimensimtisas
WordNet Affect. WordNet Affect was developed by Strapparawa \litutti (2004) semi-
automatically. In WordNet Affect each word in WordNet (Fellbaum, 1998 an affective
label. The labels include: semantic labels based on the psychological eiatitkeories of
Ortony, Elliot and Ekman, labels for valence (positive or negative)abtivation (active or
passive), etc.

Finally, there are dictionaries that measure the subjectivity of words,aSlentiWord-
Net. SentiWordNet| (Esuli and Sebastiani, 2006) is an affective dictjotteat marked up
the synsets of WordNet as WordNet Affect. Each WordNet synsessiscated to three nu-
merical score©bj(s), Pos(s)andNeg(s) WordNet Affect describes how objective, positive
and negative the terms contained in the synset are. To develop SentitVdrdlglosses
associated to the synsets are analyzed and then the resulting vectoriadpeesentations
are used for a semi-supervised synset classification.

These dictionaries constitute important resources to consider when yavkim emo-
tions. However, it is clear that there is no consensus as to how emotiotd dherepre-
sented, not onlyin terms of whether lexical labels or numerical values along a set of chosen
dimensios should be used, but also in terms of what sets of values, dimepsiladbels to
employ.

If the representation of choice is emotional dimensions, it is clear that ther&@en
Inquirer refines the Laswell Value Dictionary to a set of abstractions sdnvaich correlate
well with the power and the activity emotional dimensions. The DAL Dictionany #e
ANEW list also constitute important resources when representing emotiorms tdremo-
tional dimensions. Turney and Litman, and Grefenstette et al. only asssgivp@r negative
values (with an optional not affective category in the case of the lattemeDf the labels in
WordNet Affect can also provide information on emotional dimensionstdpaesentation in
terms of emotional categories is chosen, The Clairvoyance Affect LexiordNet Affect
and SentiWordNet all constitute valuable sources. However, their apijtiigas limited to
the extent that the set of labels used in each case needs to match the lselsaisad in the
chosen representation. This is a general limitation on the reusability of thiskiedources.
The ontology presented in sectionl4.3 was designed in part with the hoptewelating a
number of existing sets of labels in such a way that labels correspondimg teeb might be
interpreted in terms of labels corresponding to another set.
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3.2. Existing Approaches for the Emotional Marked Up of Texts

In this section a brief outline of the most important approaches for the embtiark-
up of texts is presented. We are going to group these approachediagdorthe theory used
to classify emotions: emotional categories, emotional dimensions or both.

3.2.1. Approaches that use Emotional CategorieZhe and Boucouvalas (2002), Liu et al.
(2003), Alm and Sproat (2005%), Mihalcea and|Liu (2006), SugimotoYameyamal(2006),
Aman and Szpakowicz (2007)lor Strapparava and Mihalcea (2008xameples of approaches
that use emotional categories to classify emotions.

Zhe and Boucouvalas (2002) has developed an emotion extraction emgicke can
analyze sentences given by the user. This system is included in a hunchmenaom-
munication domain so it only takes into account the emotions referring to thkesp&ae
system analyzes the sentences, detects the embappifesssadnesdear, surprise anger
or disgus) and shows the suitable facial expression. In order to obtain the emotiire of
sentence, all the words that the sentence is composed of are looked gictioaary of
16,400 words. To test the system, a questionnaire was presented to 6, ghe same
situations were presented to each of them and 450 sentences in totallvenigted. Users
were asked to write down their emotional responses to a set of pressiibations. These
sentences were then input into the engine. The evaluation measuremém wascentage of
sentences correctly marked up by the system. The results showed thaf #@8/sentences
were correctly tagged.

Liu et al. (20083) created an approach based on large-scale relaldammwledge. This
mark-up system uses the emotions defined by the OCC Model. The data tisedBICS
(Open Mind Common Sense) Corpus. Facts with affective relevanciaaeted from the
corpus. On this basis, a 'common sense affect model’ is constructednddhe consists of a
set of component models which compete with and complement each othen&toum the
models, emotion keywords are propagated in three passes over the.dénpaotion values
initially are 1, then with each propagation are reduced by a fattdb classify a text, it
is first segmented into clauses, then linguistically processed, and finallyatse by a 2-
stage process using the models. To test their approach they incorpibreiteaffect-sensing
engine into an email browser and added the use of emotional faces. 8e2Gtudy was
conducted in order to see what was preferred by the users: a raitheneutral faces, a
browser with randomized emotional faces or a browser with the facesajedédoy Liu's
system. In this case the correctness of the emotional faces in each situaibevaluated;
the only aim of the evaluation was to decide if a browser with faces gendmatiheé system
was better than a browser with neutral or randomized emotional faces.eMa@ations
suggested that the system wasod enough to bring measurable benefit to an affective user
interface application.

Alm and Sproat (2005) have studied the emotional distributions in 22 fairy taterms
of patterns of emotional sequencing and positioning, and also in terms of eaadievel-
opment through the story temporally. The corpus analyzed has eacimeemarked up
with 8 basic emotionsanger, disgust fear, happinesssadnesspositive surprisenegative
surpriseand neutra). Stories are independently annotated by two people. The annotated
texts are subsequently post-processed by one of the evaluators vidnedles disagreement
by choosing the most appropriate of the conflicting labels. The study aexlinat, first,
neutraloccurred more frequently in the first sentence hagpyin the last sentence. Second,
for all emotions exceplisgustandnegative surpriseneutralwas more frequently compared
to other emotions. And finally, given consecutive sentenaegry and sad preceded and
followed themselves significantly more often compared to other emotions. Tihe dbes
not include a method for automatic mark-up based on the conclusions of the atoud
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(2009) used classification methods to automatically infer affect in text_and (2010)
discussed characteristics of a dataset with affect annotation.

Mihalcea and Liul(2006) employed 'linguistic ethnography’ to seek outrevhappiness
lies in our everyday lives by considering a corpus of blogposts anmlotate happy and sad
emotions. By analyzing the corpus they obtained a list of happy and sat$wod phrases
annotated by their 'happiness factor’. The list of happy and sad weedghen used as a
basis for studies centered around the topic of happiness.

Sugimoto and Yoneyarna (2006) has a system that marks up text with emotions fo
Japanese in the narrative domain. The emotions used by this systgoyaserrow, anger,
surpriseandneutral It decides on the emotion of the sentence from the emotion of the nouns,
adjectives and verbs which compose the sentence and from the grammsiaticalre of the
sentence. Japanese generally has three sentence types: adjeteneséS+V+Adjective
Complement), noun sentence (S+V+Noun Complement) or verb senten¢eSEVY+0).
The rules in order to determine the emotion of the sentence are differesdiag on the
type of the sentence. In the adjective and noun sentences the emotion wjtbatest weight
is the emotion assigned to the adjective or to the noun. In verbal senteecesttion is
determined by the combination of emotions assigned to the subject and th&éhedystem
was not evaluated.

Aman and Szpakowicz (2007) marks up blog posts with 6 basic emoti@appihess
sadnessanger, disgust surpriseandfear) and emotional intensityhfgh, mediumandlow).

A corpus of 10,000-sentence blog posts was collected from the Webaswharked up by 4
evaluators. The words in the blog posts were looked up in The Gengratdénand WordNet
Affect in order to extract tags such &MOT (emotion), Pos/Pstv(positive), happiness
fear, etc. associated to each word. Then, Naive Bayes and Support Yéathines (SVM)
techniques were used to automatically mark up the blog plostise evaluation, accuracy
was calculated, obtaining an average accuracy of 73%.

Strapparava and Mihalcea (2008) marks up texts with 6 basic emotogsi disgust
fear, joy, sadnessandsurprisg. This work uses Latent Semantic Analysis (LSA) and Naive
Bayes classifiers to automatically mark up text with basic emotions using thescofpu
SEMEVAL 2007 (a corpus of 250 headlines annotated by 6 evaluatagsjecollection
of blog posts annotated with moods that were mapped to the six emotions. Tatevalu
the system, a gold-standard data set was provided with emotional annqtatiohthen
both fine-grained and coarse-grained metrics were used for the gwaluBine-grained
evaluations were conducted using the Pearson measure of correlatimebehe system
scores and the gold standard scores, averaged over all the heddlihedata set. In the
coarse-grained evaluations each emotion was mapped to a 0/1 classifieatitme coarse-
grained evaluations, precision, recall, and the F-measure were calcHatefine-grained
evaluation the average Pearson measure obtained was 28.38. Ferg@anged evaluation
the average precision was 38.28, the average recall was 90.22 aneethgeaF-measure
was 17.57.

3.2.2. Approaches that use Emotional Dimension8Ve have not found specific research
efforts aimed at automatically assigning emotional dimensions to text in the Istcaatese.
Nevertheless, several reseamststemsin sentiment analysis use approaches that distantly
relate to emotional dimensions, in as much as they classify text in terms of regativ
positive emotional polarity. For instance, the systems created by Best@@?) (Pang et al.
(2002), Read (2005), Popescu and Etzioni (2005) and SnydeBanzilay (2007).

These systems can be grouped into two different sets: those that cosesidences as
basic units for opinion assignment and those that operate over largeestnof text.

Bestgen [(1993) and Popescu and Etzioni (2005) develop systemssHigih @ nega-
tive or positive evaluation to sentences. The Bestgen system (Bes@@3), focuses on
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determining the evaluation of the sentences (positive or negative). Thes tivided into
segments and the words which compose the segment are looked up in a djctitizh
contains words and their evaluation. In order to obtain the final value cdegment, the
average evaluation value is calculated. In this system the words are takerf context
but negations which appear in the texts are taken into account. For thativalfour tales
were selected as a corpus; these tales were divided into sentencescarnskntence was
marked up by 15 subjects. As an evaluation measurement the correlation fatween
the texts marked up by human annotators and the texts marked up by the system w
calculated. The mean correlation obtaineas 0.50. The Bestgen (1993)’s study highlights
the necessity of using an adapted and exhaustive dictionary and trssity o continually
perfecting the proposed technique by taking other variables besidataregto account.
Popescu and Etzioni (2005) created OPINE which is an unsupervigethation extraction
system that extracts the semantic orientation of opinions (positive or neg@RINE uses
a relaxation-labeling technique to determine the semantic orientation of potepitizdro
words and specific review sentences. The system was trained with asooi200 tuples
(word, feature, sentence) marked up by two annotators who assigséie, negative and
neutral labels to each tuple. To evaluate the system 800 tuples were adrintdteman
evaluators and these annotations were compared with the annotations m&xiNdy;
precision and recall measurements were obtained. OPINE obtainedisigrexf 86% and

a recall of 89%.

Pang et al.[(2002), Read (2005), and Snyder and Barzilay |(2@&lab systems that
assign negative or positive evaluation to larger fragments of text (filnewsy article ex-
tracts, restaurant reviews). Pang etlal. (2002) created a systectasgifies film reviews into
positive or negative. A corpus of 700 negative and positive reviesys wsed. Two evaluators
chose the indicator words for positive and negative sentiments in the sevfewaseline
was created by looking at the frequency of those words in the documierge Tlassifiers
were tried: the Naive Bayes classification, maximum entropy classificatiah sapport
vector machines. No stemming or stop lists were used, punctuation was treatentds
and negation tags were added to negated words. They did not creatpriami aelection
of keywords, but instead used all occurring words. The same wdrdther negated or not,
was actually counted as two distinct words. To evaluate the system, a @dfp@@ negative
and positive reviews were used. The evaluation measurement usedemasrtientage of
sentences correctly classified by the system with respect to the annotédessfications.
The best resulteere obtained by SVM which obtained 82.9% of sentences correctly classi-
fied. The results of the evaluation suggest that some form of disconabgses is necessary
and that the identification of features indicating whether sentences dopiaris important.
Read (2005) carried out several experiments which demonstrated theniceél of domain,
topic and time on machine learning based sentiment classification (determine ifia tex
generally positive or negative). Then, Read developed a sentimesificiation approach
based on machine learning. A corpus of 26,000 article extracts markedttupmoticons
was used in their evaluation. The mean accuracy obtained by this syste@ilvéds for
Naive Bayes Classifier and 70.1% for SVM classifier. Snyder andilBgr2007) marked
up the evaluation of different aspects of reviews. Their system carsidbe problem of
analyzing multiple related aspects of user reviews. The algorithm presleaies to rank
models for individual aspects by modeling the dependencies among absaies. The
strength of the algorithm lies in its ability to guide the prediction of individual emskising
rhetorical relations among aspects such as agreement and contrastluEdeethe algorithm
a corpus of restaurant reviews was used. Each review is accomgréeskt of five scores,
each on a scale of 1-5, covering food, ambience, service, valueyenal experience. These
scores are provided by consumers who wrote original reviews. Frisradhpus 500 reviews
were randomly selected for development and 500 for testing. The systsrewvaluated
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by using ranking loss which measures the average distance betweenetisedra and the
one predicted; lower values of this measurement correspond to a beftanpnce of the
algorithm. The average ranking loss obtained by the system was 0.324.

There are some initiatives whose aim is to enhance research in Informatices#\
(IA) technologies, including opinion tasks whose aim is to classify senseinte positive,
negative or neutral; two of these initiatives are NTEIBRnd TREC blog-track NTCIR is
a series of evaluation workshops to enhance the research in informetiessaechnologies
by providing the infrastructure for evaluation and research includirgglacale re-usable
test collections, evaluation metrics and methodologies, and a forum farcbses who are
interested in exchanging research ideas and evaluation methodologgeSixth NTCIR
Workshop selected Opinion Analysis as a pilot task. A test collection for @2ald 28
topics (11,907, 15,279, and 8,379 sentences) in Chinese, Japaddseghsh was created.
Using this test collection, the opinion extraction subtask was conductedsulitask was
defined from four perspectives: opinionated sentence judgment, ogioloer extraction,
relevance sentence judgment, and polarity judgment. As evaluation meastseMECIR
used precision, recall and f-measure using lenient gold standardtréctdgsld standard.
TREC blog-track explores information-seeking behaviour in the blogaspin TREC 2006
the main task was opinion retrieval, which focused on the opinionated ndtonmany blogs.
A test collection of blog data was created for the purposes of the TRECtBlog. The
collection included a selection of “top blogs” covering topics such as ngpests, politics,
health, etc. Then, a selection of blogs assumed to be spam was insertesute Hrat
Blog track participants had a realistic research setting. The opinion rétteskacan be
summarised ag/hat do people think about, X being a target. Each post can be assessed as
-1 (Not judged), O (Not relevant) or 1 (Relevant). The metrics useth®opinion retrieval
task are mean average precision (MAP), R-Precision (R-Prec),ybirraference (bPref),
and Precision at 10 documents (P@10).

Of the systems revieweid this section, the Bestgen system (Bestgen, 11993) is much
closer to EmoTag, in the sense that it works over individual sentencased a similar
bag-of-words approach enhanced with additional procedures to&geadion into account.
Popescu and Etzioni (2005) also works over sentences. Both offihgsets rely on small
data sets. In contrast, efforts that operate over larger fragmentstadpgply much larger
sets of data. This is related to the comparative difficulty of annotating eathree with a
different emotion as compared to annotating a complete text with a single embti@ngle
emotion per text is enough, annotation is much faster and it becomes muahteasikect
large sets of data. This issue must be taken into account when establishipgrisons in
terms of data sets.

3.2.3. Approaches that use Emotional Categories and Emotional Dimensidtisally,
there are systems that combine both representation theories, that of einditin@asions
and that of emotional categories such as the system developed by @iGziral. (2007)
and the systems presented in SemEval 2007.

O’Connor et al.|(2007) has a system for emotional detection integratedystam of
textual improvisation. This system marks up narrative texts written in English tividee
labels: evaluation, emotional label and intensity. The system obtains the erhated on
the type of sentence, the metaphors or the similarity to some patterns previenshated.

In this case the correctness of the emotional mark-up of the system isatoatad; the only
aim of the evaluation is to decide if the system of textual improvisation with the embtiona

2http://research.nii.ac.jp/ntcirfindex-en.html
3http:/fir.dcs.gla.ac.uk/wiki/ TREC-BLOG
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detection motor integrated improves the perceived quality of social interaatiove and
beyond the original system.

SemEval 2007] had a task called Affective Task (Strapparava and Mihalcea,! 2007).
This task had the objective of classifying headlines with an appropriate enlatel and
with a valence indication (positive / negative). Each headline was ando#atte six emo-
tions and valence. Each emotion was marked on an interval [0,100], Wwhereant the
emotion was missing from the given headline and 100 represented maximum rthotio
load. The interval for the valence annotations was set to [-100,100reMd represents
a neutral headline, -100 represents a highly negative headline, @ndot@sponds to a
highly positive headline. Five teams participated in the task, with five systemalience
classification and three systems for emotional labelldBAR7 SICS CLaC, CLaC-NB
UA and SWAT UPARY7is a rule-based system using a linguistic approach. Each word was
first rated separately for each emotion and for valence. Next, the majiecsuating was
boosted. Contrasts and accentuation between “good” or “bad” wéeetdd. The system
also took into account: human will, negation and mood, high-tech contextelabrities.
SICSuses a very simple approach to valence annotation based on a woedrspdel and
a set of seed word€LaC assigns positive, negative and neutral valence to headlines. The
system used three main kinds of knowledge: a list of sentiment-bearingswartist of
valence shifters and a set of rules that define the scope and the rethét @mbination
of sentiment-bearing words and valence shift@isaC-NBuses a Nive Bayes classifier in
order to assign valence to headlings determines the kind and the amount of emotionsin a
headline by gathering statistics from three different web Search Endily$¥ay, AlltheWeb
and Yahoo. This information is used to observe the distribution of the neariss, adverbs
and adjectives extracted from the headline and the different emo8W¥W&Tuses a unigram
model trained to annotate emotional content. Synonym expansion on the etab&bwords
was also performed. To evaluate the system, the same measurements exgtlairesfbr the
(Strapparava and Mihalcea, 2008) system were used.

Finally, there are other systems that mark up the objectivity and subjectivigxipsuch
as the work of Wiebe et al. (2001). The marking of this type of contentrigptetely outside
of the scope of the work presented in this paper so we are not going toasimelit. For
more information about this work consult (Wiebe etlal., 2001).

In Table[1 we show a summary of the methods presented above and prdoithesition
about the descriptors used by the system (dimensions, categories &) atie domain of
the system, and the characteristics of the evaluation performed (mateidalnuseber of
evaluators and measurements).

All the systems explained above are compared with EmoTag in Ségétion 7.

4. EMOTAG

This section provides a detailed explanation of how EmoTag works andregaarces
it employs. First, the domain of the application is explained; then, the markarnukgrity
selected and the representation of emotions used by EmoTag are disdimssede explain
the ontology of emotional categories developed to provide a complex ezpation of
emotional categories, the corpus of texts marked up by human evaluatatsdas a source
from which to obtain basic assignations of emotions to words, and the Lisinati&nal
Words (LEW) distilled from the corpus as a resource for emotion-to-vemsignments.
Finally the process which classifies English sentences into emotions is explaine

4http://nlp.cs.swarthmore.edu/semeval/
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System Descriptors Domain Evaluation
Dimensions Categories Others Material Evaluators Measurements
Human-
Zhe & Boucou- . machine % of sentences cor-
6 basic . 9 sentences 50
valas communi- rectly marked up
cation
occC
Liuetal. Model basic
emotions
Alm & Sproat 8 basic Fairy tales
Mihalcea & Liu 2 basic Blogposts
Sugi i
gimoto & 5 basic Narrative
Yoneyama texts
Aman & . Emotion
. 6 basic . N Blog posts
Szpakowicz intensity

Pearson measure 0

St.rapparava & 6 basic Headlines 250 headlines 6 cprrelatlon, Precis-
Mihalcea sion, Recall and F-
measure

Evaluation (+ .
Bestgen Orv_)u fon ( Tales 4 tales 15 Correlation factor

Evaluation (+ Film . % of sentences cor-
Pang et al. valuation ( m 1,400 reviews 1 ° "

or-) reviews rectly classified

. Article ex- .
+

Read Evaluation ( tracts with 26,000 - article Precision

or-) . extracts

emoticons

P Et- [ Evaluati + ini Precisit Re-
loprlascu & valuation ( Opinion 800 tuples 2 recision and Re
zioni or-) texts call

Evaluati + ini . Precision, Il
NTCIR valuation ( Opinion 90 topics 1 recision, recall and

or-) texts F-measure

Evaluation (+ MAP, R-Prec, bPref
TREC Blog dat ’ !

or-) 0g data and P@10

i- i +

Snyder & Barzi Evaluation ( Reviews 509 restaurants 1 Ranking 0ss
lay or-) reviews

Evaluation (+ | Basic . Narrative % of sentences cor-
O’Connor et al. ( . Intensity 9 sentences 50 °

or-) emotions texts rectly marked up

Pearson measure 0

Evaluation (+ . ' . correlation, Precis-
SEMEVAL 2007 valuation ( 6 basic Headlines 250 headlines 6 orrelatio eas

or-) sion, Recall and F-

measure

TaBLE 1. Approaches for the emotional mark-up of texts found in the scientifiatitee

4.1. Domain of Application

Due to our special interest in narrative applications and previous iexges in story
generation, we decided to focus the effort of marking up texts with emotians wery
specific domain: fairy tales. Fairy tales are generally intended to help amildrieetter un-
derstand their feelings, and they usually involve instances of the emotidmadkachildren
experience on their way to maturity (eltappinesssadnessangeror fear). Furthermore,
the domain selection of tales is not new in this field since this domain was alsmdhdbke
work of (Alm_and Sproat, 2005), (Sugimoto and Yoneyama, 2006) Bedtgen, 1993).

Emotions in tales, considered from the point of view of a storyteller, haventaim
functions: to express the personality and internal feelings of a givaracter at a given
moment in the tale, and to induce a certain emotional response in the au K
1916;/ Alm et al.| 2005). Moreover, tales are especially suitable for thatifabation and
study of emotions because the emotions presented in them are more ob\doerphcitly
represented than those presented in more complex domains.
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We have selected such a specific domain (fairy tales) due to three mairsfactor

o Narrative has great cultural importance as a means of communicating, léfyergptrans-
mitting and teaching complex abstract ideas about values and emotions.

e There is a considerable shortage of work in this domain from the point of efethe
representation, identification and annotation of emotions.

e The complexity of the emotional information involved in narrative texts is muchdrigh
than in those domains that have so far been the focus of research in Sentinadysis
domains (blogs, news items, opinion pieces, etc.).

The system is not domain-dependent; the process can be applied to angiatiain. At
most, transferring to a new domain might require a new corpus of texts frometls domain
marked up with emotions, in order to provide coverage for any emotion-td-assignments
particular to the new domain.

4.2. Mark-up Granularity and Representation of Emotions

Our process assigns emotions to sentences; that is, the emotional umisgétam is the
sentence. Clauses are a natural “unit” of linguistic communication; theyinantzomplete
thought-package, so it seems very suitable to assign emotional contentsentie@ces in
the text. However, it is also clear that subordinate clauses contributeificsighemotional
value to their parent sentence. We have opted for a three-stage soltiere subordinate
clauses are identified, the assignment of emotion to these individual clsusalsulated,
and then the emotional value of sentences is calculated taking into accowerhdtienal
value of their constituent clauses. We consider subordinate clause®#ermal units inside
a larger unit, thenain sentence. In this way, we are going to obtain the emotion associated
with each subordinate clause and then consider this emotion as a single ebesiomg
element within the encompassing sentence. Subordinate clauses play atanmnhpae in
the emotional content associated with a sentence. For example, in the séfiteadoy
came into a castle which was magnificent and luminous, and found the wogked if
all the words are assigned the same weight, this results in two positive woedmificent
andluminoug and two negative wordsyMckedandogre), and the final emotion will result
from the combination of the four emotions with the same weight. If the emotion of the
subordinate sentencevifich was magnificent and lumingus computed separately during
a first step, and then the subordinate clause is considered to be a singienebearing
element within the main sentence, which contributes this previously computegl, vaéu
negative connotations ofiicked and ogre contribute with greater weight to the emotion
assigned to the complete sentence, resulting in an assignment that bettesrttechiiitive
interpretation.

Since there is currently no agreement in the literature as to a preferreddiethiepre-
senting emotions (as explained in Secfiod 2.1), we have chosen to devgisterm sapable
of tagging text using botemotional dimensionand emotional categoriesThis ensures
compatibility with a large number of the representations of emotions currentijalalea
and makes the system applicable to the highest number of applications.tiMeasethods
(category-based mark-up and dimension-based mark-up) are usedlaifep When it is
time to mark up a text, the user of EmoTag can select the most suitable reptieseiuia
whatever purpose he has in mind. In this way, our system is more flexiblesariage adapted
to the different systems that may need a text marked up with emotions. If aesjaeh
needs the text marked up with emotional dimensions, the user can selecptesergation
as his preferred output format. If the user needs the text marked up aiéigaries to
provide input to a 3D system for rendering facial expressions, heselatt categories
as the corresponding output format. For each representation formag, decisions were



EMOTAG: AN APPROACH TOAUTOMATED MARK-UP OFEMOTIONS IN TEXTS 15

required in terms of choices among the various parameters that are héydésdsting
representations. To represent emotional dimensions in EmoTag we hestddhe three
main dimensionsevaluation activationand power. To represent emotional categories we
have selected 92 emotional categories which try to cover the possible enhodiquisements
of any text.

4.3. Ontology of Emotions

We have developed an ontology of emotional categd@ssa fundamental resource for

the management of emotional information represented as emotional cateBgnising this
ontology we can guarantee interoperability between different definitioer®otional values,
whether expressed in terms of generic emotional categories, or moréicsperotional
categories. The ontology is intended as a source to document the relatarszh different
emotional categories. We took emotional categories (i.e. emotion-denoting woch as
happinesssadnessaindfear) as “first class citizens” of our ontology. This is significantly
different from WordNet Affect, which is an ontology of words and threliation with emo-
tions. In our ontology, the emotional categories are structured in a taxothatmanges from
generic emotions to the most specific emotional categories.

4.3.1. Generic Emotions. Based on cluster analysis theory we structured the emotions

into clusters. The intention was to integrate the cluster approaches expiairgsttion

[2.2. The first step in structuring the emotions was to decide what the gemeoitoas

in our ontology (the different clusters in our approach) would be. As w@ncluded in
(Ortony and Turner, 1990) researchers cannot identify the basiti@mand we did not
even have a satisfactory criterion for identifying basic emotions that isginacceptable
to emotion theorists. However, we tried to find a set of basic emotions in ordeedte an
ontology which allows for the comparison of certain emotions with others. fieae this

we asked ourselves the questions suggested by (Ortony and| Ti88@y; ‘What exactly do
we mean with basic emotions? In what sense are we using the word ‘badietAiuld we
do with them if we had them?”. The answers to those questions were the fajlowin

For us basic emotions are superordinate emotions sushdressvhich subsume other
more specific emotions such ggef or despait

The word “basic” is used in the sense of super-ordinate emotion, thatésnation that it
is not subsumed by any other emotion.

Once we had our set of generic emotions, our goal was to create achigdremotions
whose roots were the generic emotions. This hierarchy would allow us to owake
parisons between different emotions in order to determine whether two esatierthe
same, similar or totally different. Two emotions are equal if they are diffetagd for
naming the same abstract emotion. They are similar if they belong to the same cluster
(i.e. to the same branch of generic emotions), and they are totally differtrayitbelong
to opposite abstract emotions or to two different clusters (i.e. two brarafhdifferent
generic emotions).

We analyzed the cluster analysis approaches presented in Secfion 2.Zsallahr

proaches includsadnessangerandfear as generic emotions so these three emotions were
included in our list of generic emotions. When we compare the rest of bastans we
can see that there are basic emotions that are also shared by all sysseexqla@ined in
(Ortony and Turner, 1990) sometimes the differences between collecfibasio emotions
are due only to the choice of the tag to refer to the emotion. This is trubdppiness

5The ontology can be downloaded from nil.fdi.ucm.es/indegg=node/201
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(Parrott, 2001) refers tbappinessasjoy. We can conclude thatappinesss a common
emotion to all the cluster approaches and add our set of generic emotions with the tag
happinessSurpriseis not included in any of the basic emotion sets, but it is included in
most of the classic emotional theories of basic emotions (IFrijda) 1986, iz@ird | Plutchik,
1980), and there is no emotion in our current list of generic emotions thsumes the
emotionsurprise therefore it must also be considered a generic emotion in our ontology.

We also added the termeutral which refers to the lack of emotion, to our set of generic
emotions. So far we had defineddnessanger, fear, happinesssurpriseand the additional
termneutralas generic emotions.

4.3.2. Specific Emotions. Once the ontology was established with its generic emotions
we placed each of the emotions from cluster analysis approachestese8ection 212 in
the clusters obtained from our set of generic emotions. The next stepwasnplete our
ontology by adding those specific emotions that are found in existing emotiatlitersuch
asdisappointmentgrief, intrigue or melancholy

4.3.3. Structure of the Ontology. In our ontology there are concepts that represent language-

independent emations corresponding to common experiences in life. Plothiegis is that

we all have the same abstract conceptiotdappinessfor instance, while different words

can be used to refer to it. There are also instances in the ontology theseepthe words
provided by specific languages (e.g. English) for referring to emotitmerefore, a concept

can have multiple instances as a language can give us multiple words to réfiergame
emotion. Those instances that correspond to words in a specific langtagee ones that

were presented to the subjects during annotation.

The root of all emotional concepts in the ontology is the con&apbtion Each emo-
tional concept is a subclass of this root. Emotions are structured in a taypmadth the
number of levels under each generic emotion depending on the level itdbdwaspeci-
fication for it. For exampleSadnes$as two sublevels of specification. The second level
indicates different types dbadnessDespair, DisappointmentGrief or Shame Some of
these emotions are specialized again in the third level. For exa®ip&nds divided into
Regretand Guilt. On the other handSurpriseonly has one sublevel with two emotional
conceptsAmazemerdndIintrigue.

Figurel2 shows a fragment of the ontology. It shows emotional conceptdéifpiness
SadnessFear and Surprise Under those emotional concepts there are instances of these
emotional concepts (emotional words) sucthappinessdismay displeasureand depres-
sion

Sadness

‘ Despgl{r ‘ ‘ Dissapointment ‘ ‘ Shame ‘ ‘ Intrigue | ‘ Amazement ‘

‘ Dismay ‘ | Displeasure ‘ ‘ Depression ‘ RDeSoIatlB\n H Melancholy | ‘ Guilt ‘ ‘ Regret ‘

happiness dismay displeasure depression sadness grief gloom guilt amazement ashtonishment

FIGURE 2. Fragment of the emotional ontology

According to the semantics we chose for our ontology, all the instances faime
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emotional concept are synonyms. For example, the wasttnishmenandamazemendre
considered synonyms because both are instances of the emotiongltdemezementJsing
the ontology we can also obtain the emotion concept directly associated witin@tioe
word in the ontology, i.e. its parent, as well as with other, more general emwdincepts
related to that word, according to the conceptual hierarchy. Finally weals® obtain the
synonyms of an emotion word, by noting the siblings of a particular instance.

We have used Solomon (1980)’s theory of motivation/emotion as a theorppafsite
emotions in the treatment of negation. This theory views emotions as pairs o$itasp
(for example happinesssadness We have encoded the set of opposite relations between
two emotion-denoting words as a table of pairs of opposing emotions (sée[ZpbNe
have designed our table so that one emotional concept has only onsitepgmotion.
Any emotion in the ontology, regardless of its level of specification, may havepposite
emotion. That is, not only do generic emotions have opposite emotions in stensput so
do specific emotions. For example, in the caskagpinessts opposite emotion isadness
for euphoriait is depressionfor boredom fascination etc. Not all the emotions have an
opposite; for example, the oppositesafrpriseis nothing but the neutral state.

Admiration Contempt
Apathy Enthusiasm
Boredom Fascination
Compassion Gloating
Contempt Admiration
Depression Euphoria
Despair Hope
Disgust Sympathy
Displeasure Pleasure
Disappointment Relief
Enthusiasm Apathy
Euphoria Depression
Fascination Boredom
Gloating Compassion
Gratification Remorse
Grief Pleasure
Happiness Sadness
Hate Love

Hope Despair
Love Hate
Pleasure Displeasure
Pride Shame
Relief Disappointment
Remorse Gratification
Sadness Happiness
Shame Pride
Sympathy Disgust

Table of Pairs of Opposing Emotions
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4.4. Corpus

The basic assignment of emotions to words in our system is obtained frompasoaf
sentences that has been hand-tagged by human evaluators. Partoofrpiois was mined
to obtain the set of word-to-emotion assignments used to drive the automaticgtagd
part of it was used to evaluate the tagger. The corpus and the methazh&iructing it are
described in this section.

We have selected eight tales of different length, written in English, makingaadb
10,331 words and 1,084 sentences. Tales were chosen accordingtadtieal requirements
of our applications, but one of our goals was to cover a broad spedfsiyles by having
tales from different authors and time periods. The eight tales are mapkeithuemotional
categories and emotional dimensions by human evaluators [Table 3 shausttbe number
of sentences, words and average of words per sentence of eacbrtiaed in the corpus.

Tale Author Sentences| Words | W/S
The Crystal Ball Brothers Grimm 84 1,400 | 17
The Emperor's New Suit | H. C. Andersen 140 1,584 | 11
The Frog Prince Brothers Grimm 86 1,205 | 14
The Image of the Lost Souyl Saki 48 891 19
The Little Match-Seller H. C. Andersen 56 991 18
The Ox and the Frog Aesop 16 164 10
The Princess and the Pea| H. C. Andersen 26 373 14
The Tortoise and the Hare Aesop 15 153 10

TaBLE 3. Distribution of sentences, words and words per sentence (W/S) indlsecteosen.

Fifteen evaluators were asked to tag the sentences in the corpus with bdibreino
categories and emotional dimensions. Evaluators were 53% male and 479, fertl
an average age of 27. All of them have a high level of academic studiatudfors were
provided with a list of different emotions as an aid for tagging sentencesesitbtional
categories, and with the SAM standard (explained in Se¢tioh 2.1) as anraidgiging
sentences with emotional dimensions.

The tagging results obtained for each sentence from the differene¢vedwere unified
into a single value for the sentence (calledrference valuéor the sentence from now on)
using a different method depending on the representation of emotion idvolve

Emotional dimensions:In the case of emotional dimensions, the reference value for
each sentence in the text was obtained by computing the average of tb&pomding values
assigned by the evaluators for each emotional dimension. This resultedliredvthe range
of [1,9] for each dimension.

Emotional categories:In the case of emotional categories, the simplest possible ap-
proach would be to select the emotional category assigned to the sentetiee Highest
number of evaluators. However, this solution fails to take into account thigores between
generic categories and more specific categories which are capturedanttiegy. When
different evaluators have tagged a sentence at different levelstrhation, such a solution
would arrive at incorrect overall tagging, by failing to identify more sfiedescriptions of
an emotion with neighbouring descriptions at a more abstract level. To avsidrtfblem,
we rely on the taxonomy of emotions provided by the ontology to identify the npest s
cific abstraction of the emotional concepts used that subsumes at least tisftaggings
provided by the evaluators. More precisely, we carry out the followirggss: if at least
half of the evaluators agree on the assignment of one emotion, this emotiorers dak
the reference value for the sentence. Otherwise, the process dfl@idmg interrelations
between the taggings due to differences in degree of abstraction is setiomnierst we
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group together those taggings that occur at the same level of abstrachimh, represent
subsets of the taggings that occur at comparable levels of abstracticimdsé the lowest
level, the abstract emotional concepts corresponding to the taggingsagevédentified, and
they are added to the representation of the sentence at the appropéhiaf lepstraction.
If after this operation we have any emotion supported by at least half e\iddeators, we
take it as the reference value. Otherwise the process is iterated upwaingsnext level of
abstraction until we have an emotion supported by at least half of the ewvaua

Figure[3 shows an example of this process. In this example we have acentarked
up by six evaluators, and there is no emotion supported by at least haké evdiuators.
Therefore we follow the process explained above. First, we groupnioéi@ns in levels as
seen in the Table 3.a. Then we obtain the related concep@Grief (DistressandSadness
Helplessnes@Powerlessnessnd SadnessandRemorséRegretandSadnesswhich are the
emotions at the lowest level of abstraction. Third, we add these newisrtoghe previous
ones at the level of abstraction immediately above (Table 3.b.) In this casdd/‘&adness
which is now supported by 4 evaluators (Eval 1, Eval 3, Eval 4 and By®istresswhich
are supported by 2 evaluators (Eval2 and Eva®\werlessnessupported by Eval4 and
Regretsupported by Eval5. Finally, we takgadnesss the reference value because it is
supported by 4 evaluators, which is more than half of the evaluators.

Eval1 Eval2 | Eval3 Eval4 Eval5 Eval 6
Depression | Sadness | Grief | Helplessness | Remorse Fear
Table 3a 11 Group emotions in levels
Level 1 Fear(1), Sadness(1) /_//4?5““‘“5 — Level 1
Level 2 Depression(1) Depression Distress Powerlessness Regret Level 2
Level 3 Grief(1), Helplessness(1), Remorse(1) | ‘ Level 3
Grief  Helplessness Remorse
Table 3b Obtain related concepts
Level1 | Fear(1), Sadness(4) /Sﬁgineis
Level 2 | Depression(1), Distress(1), Powerlessness(1), Depression  Distiass  Poweressness  Regrt
Regret(1)
Level 3 | Grief(1), Helplessness(1), Remorse(1) Grief Helplessness  Remorse

R

Reference Value = Sadness

FIGURE 3. Example of how the reference value is obtained from the assignmenimf e
tional categories to a sentence by the evaluators.

In our corpus, the emotions most supported by the majority of the evaluatmadness
happinessandanger, followed byfear, surprise hope arroganceandgrief.

4.5. List of Emotional Words (LEW Resource)
EmoTag marks up text with emotional categories — not just with generic emotidns b
with specific emotions as well — and emotional dimensions — with numerical vadiasén
1 and 9 for each emotional dimension. To support this process we réguiesource capable
of associating each word with values in the corresponding rangesrigemal specific
emotions when assigning categories, and values for all three dimensi@msagkigning
emotional dimensions. Existing dictionaries based on emotional categoriesplaged in
Section 3.1l) do not mark-up words with the whole set of emotional categhia¢sve are
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considering, but rather rely on specific subsets of the available ceegosually restricted
to generic emotions. For our purposes, it was imperative that we develegtended re-
source capable of meeting the project’s needs. In the case of emotionaisitime if we
look at the dictionaries mentioned in Sect[on] 3.1 we can conclude that theomlgirevo
of them which mark up words with the three emotional dimensions: the Gemepairér's
dictionary and ANEW. The General Inquirer’s dictionary does ndgassumerical values
to each dimension, but instead relies on a binary value. Therefore it vbeuidsufficient
for our purpose. ANEW marks up words with a numerical value for eamiension but it is
composed of relatively rare words, so its coverage would be inadefguaite purpose under
consideration. Nevertheless, both the General Inquirer and ANEWSsafel resources and
they are taken into account in the process presented in the paper. éfigidering these
aspects we have decided to obtain our own affective dictionary, thefLishotional Words
(LEW), and complement this dictionary with ANEW and the General InqurBictionary.

Our List of Emotional Words (LEW)is a resource that associates each word with a set
of emotional categories and a tuple of emotional dimensions. Both types ighraests
contained in LEW (emotional categories and emotional dimensions) are textrcom
the analysis of the assignments given by human evaluators to the sentetitesarpus
described in sectidn4.4. That is, a corpus of eight tales which results8d $dhtences. A
different extraction process is employed for each method of repregeatintional informa-
tion.

Extraction of Relevant Words. The process of obtaining a set of words with an asso-
ciated emotional content from a sentence tagged with emotional informatiolwvesviovo
basic processes: identifying the set of words to be considered, amgltiog the emotional
content that should be attributed to each of those words.

To achieve the task of identifying the set of words to be considered, titersees are
processed to identify their lexical and syntactic information. The parpeésh (e.g. noun,
verb, etc.) for each word in a sentence is obtained by using thé @tgger. The MINIPAR
(Linl, 11998) dependency parser is used to obtain the dependencygittee Eentence and the
stem of each word. Not all words are considered capable of bearinganal content. Our
system represents this by using a stop list of lexical categories that ve&eomeutral in
terms of emotional content. These lexical categories are representad-a$-ppeech tags
in the format returned by the Qtag tagger. Our stop list is composed of theviofjdabels:
verbs “to be”, “to do”, “to have” and all their conjugations, conjunctiocerdinal numbers,
ordinal numbers, determiners, existentigdere” , prepositions, modal auxiliaries (might,
should), determiners (a, the, this, that), indefinite pronouns (anyatleing), possessive
particles, personal pronouns, possessive pronouns, reflgsov®uns, symbols (US$500),
interjections and adverbs. The set of words in a sentence is filtered to dlnaithavords
whose lexical category is present in the stop list.

Additionally, we use a second filter based on the binary assignments of ealotidne
given in the General Inquirer (Stone et al., 1966). A word is consitierdear emotion if
it is assigned one of the following labels in The General Inquirer: PosiNegative, Pstv,
Ngtv, Active, Passive, Power, Strong, Submit or Weak. All other wane also filtered out.

To compute the emotional content that should be attributed to each wordgeeediff
process is followed for each mode of representing emotional informatioboth modes,
the issue is whether or not to associate the word with the emotional informasgmned
to the sentence as the overall result obtained from all the human eval(egatescribed in
sectior{ 4.4).

In the case oEmotional dimensionghe decision to associate a given word with the

6The LEW resource can be downloaded from nil.fdi.ucm.eskrpte?q=node/186
7http://www.english.bham.ac.uk/staff/omason/softwasgjdtml
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values for specific dimensions is taken based on the information availaktieatoword in
The General Inquirer. As described above, the General Inquiogides binary decisions on
each dimension, but no numerical values. The construction proces=nped here relies on
the binary decisions from the General Inquirer to decide when to as®gntherical values
provided by the human evaluators to a word. This process, in detail idlawgoFor the
activation dimension the value associated to the sentence by the evaluassigied to the
word if the word is labeled a&ctiveor Passiven the General Inquirer; otherwise a neutral
value (5.0) is taken as activation value. For the evaluation dimension theasdoeiated to
the sentence is taken if the word is labeledPasitive Negative Pstvor Ngtvin the General
Inquirer; otherwise the neutral value (5.0) is taken. Finally, for the poliveension the value
associated for this dimension to the sentence is taken if the word is labdbedvas Strong
Submitor Weakin the General Inquirer; otherwise the neutral value (5.0) is taken.

In the case oEmotional categorieghe emotional category associated to the sentence
is taken directly as the emotion category associated to all the words identifielbeant in
the sentence.

Finally, if the evaluation shows that the use of the General Inquirer digésr results
than only using the stopwords list, we will use only the General Inquirer r@s@urce to
remove words because the stopwords from our list of stopwords egipaa

Negation. An important aspect to be considered in the mark-up process is the efffect
negation on the emotional connotations of fragments of text. In transfahingmotional
connotations of a sentence to the words that appear in it, those wordtedffsy negation
require special treatment. Because negation inverts the polarity of the tioguigs under
its scope, the construction process takes this feature into account byingveherever
possible the emotional content attributed to words in this situation. We use addeymy
analyzer, MINIPAR, in order to find the negations present in the seetmd the words in the
sentence under their scope. For example, for the sentence “| ampmt’tvee must identify
the negation and the wotttappyas the word under its scope. For words under the scope
of negation, the complement of the emotional connotation assigned to theceniast be
computed. This is done differently, depending on the particular mode océgeptation of
emotion involved.

In the case oEmotional dimensionghe complement of an emotional connotation is
defined as the point in the range of emotional dimensions that is symmetricalbgitgp
the given emotional connotation with respect to the point of reference inatige. This
symmetric point is obtained by getting the complementary value for each dimehgidune
(activation evaluationandpower). For example, if the sententieam not happy” is marked
up aseval=1, act=4 andpow=2by evaluators, the opposite emotional valuefappy(which
is the word under the negation scopegial=9, act=6 andpow=8.

In the case oEmotional categorieghe opposite emotional value is obtained by looking
up the given emotional category in our table of pairs of opposing emotiamsexample,
if the sentencél am not happy” is marked up by evaluators aadnessEmoTag obtains
happinesgrom the opposite emotions table as the opposite emotion and thehappyis
inserted in the LEW resource with the emotioappinesassociated to it.

Insertion of Words in LEW Resource. As a given word may occur more than once
in the corpus, and each occurrence will be part of a different seejalifferent emotional
values for the same word may result from occurrences in differeniegtsn The construction
method for LEW takes this into account by building the entries for particuladsvincre-
mentally, updating them progressively whenever they occur more thanand normalising
the final values once the entire corpus has been processed. Thimémtad process is
defined as follows. Each particular occurrence of a word in the cgypusdes a candidate
entry containing the word, its part-of-speech, its stem and the emotioniatesbto it at
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that occurrence. This candidate entry is incorporated into LEW diffigrésr each mode of
representation.

In the case oEmotional dimensiongvery new word is inserted into the word database
with the values for dimensions corresponding to that particular occuayéithe word is
already in the list, the values for each dimension corresponding to thatysarticcurrence
are added to the values for the corresponding dimensions stored in thvehlish fepresent
the accumulated values for all occurrences so far).

In the case oEmotional categoriesevery new word is inserted into the word data base
and associated with a vector corresponding to the complete set of avadéddmices, with
the value 1 in entry of the vector corresponding to the emotion assigned t@itieufar
occurrence, and the rest of the entries in the vector set to 0; if the waschlkeady in the
list, the system adds 1 to the field of the vector corresponding to the emotigne$$o the
particular occurrence.

Normalization. Once the whole corpus has been processed, the accumulated values in
the list of entries must be normalised to convert them into the correct rangegresenting
emotion in the chosen representation methods.

In the case oEmotional dimensionsafter the incremental construction process each
word is associated with values for the three dimensions which represestagtion of the
emotional connotation of the word over a range with dimensions descridamcale of
N times the original range of values, with N being the number of occurrevicé® word
in the corpus. These values can be converted to the expected rarajeex by dividing the
value for each dimension by the number of occurrences of the word irothes

In the case oEmotional categoriesfollowing the incremental construction process,
each word in the list has become associated with a set of non-zero numathiess corre-
sponding to those emotions assigned to the word by the construction pioetdsast one
occurrence. Based on these values we obtain the final weighting fonesad-to-emotion
assignment. We obtain the collocation factor, a variation of pointwise mutuahiaton
(Manning and Sclitze,| 1999| Yang et al., 2007) for each paiord-emotionin our LEW
resource. The collocation factor measures the collocation strength Inedwesnotiore and
a wordw:

P(e,w) )

co(e, w) = e(e, w) *log (P<e>P<w>

ce) proy = 49 pryy = <)
N N N

c(e,w) = Co-occurrences of the word w and the emotion e in the corpus.

c(e) = Occurrences of the emotion e in the corpus.

c(w) = Occurrences of the word w in the corpus.

N = Total word occurrences in the corpus.

P(e,w) =

Expansion Since the process of automated tagging described in the paper relies on the
LEW list to provide basic emotional connotations to lexical items, from which estma
of the emotional connotation of sentences are built, the tagger can onlypleeted to
perform well when the lexicon employed in the input texts it is processingaisorebly
covered by the LEW list. To maximise coverage, the LEW list is extended by srafahe
relations of synonymy given in WordNet (Fellbaum, 1998). The assumptiderlying this
operation is that words that are synonyms are likely to have similar emotionabtations.
This obviously constitutes an approximation, but the possible loss of predigioduced is
compensated by the extension in coverage. The set of synonymsiaggaaiordNet for
each word resulting from the initial construction process of the LEW listdeddo the LEW
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list (associated with the same emotional connotation as the word alreadyriaggaahe

list). This process is not applied recursively (the additional words obdairom WordNet
are not themselves looked up for synonyms, as this would either point bagtmyms
already found, or contaminate the list with alternative meanings not so diretabgd to the
initial concept). In case of polysemy the first synset (the most freqisenged by EmoTag.
The expansion method results in a list of 3,027 emotional words.

Examples.For emotional dimensions the LEW resource stores a valuaditivation
evaluationandpowerfor each pair (word’s stem, label). The stored values for the dimensions
correspond to the average valueaufivation evaluationand power of that pair in all the
texts analyzed. Table 4 shows the entries for 4 different words in theoEiEmotional
Words (LEW) resource for emotional dimensions. For each word, eaty includes the
stem, the label corresponding to the POS tag, and the values for the dinseofsamtivation,
evaluation and power as obtained from the extraction process.

TABLE 4. Fragment of the LEW resource for emotional dimensions

Word’s Stem Label Act. Eval. Power
death Noun 6.5 3 35
dark Noun 5.2 4.8 5
grateful Adj. 5 8 6
happy Adj. 4.8 5.8 4.1

For emotional categories the LEW resource stores the collocation facteaéh pair
(word’s stem, label). Tablg 5 shows the entries for 4 different wordsa.tst of Emotional
Words (LEW) resource for emotional categories. For each word) eatry includes the
stem, the label corresponding to the POS tag, and the values obtained &anxtrtiaction
process for each of the emotional categories under consideration.

TABLE 5. Fragment of the LEW resource for emotional categories

Word'’s Stem Label Grief Sad Happy Neutral
death Noun 22.234 6.590 0 2.317
dark Noun 0 6.844 6.704 2.945
grateful Adj. 0 0 1.376 0
happy Adj. 0 0 19.011 2.772

4.6. Automatic Mark-up of Emotions in Texts

Our process assigns emotional connotations (represented in two wliffesenes of
reference) to English sentences. An input text is split into sentencetokedised. Then
assignment of emotional connotations to the sentence is carried out bhaghd eet of
emotion words that appear in the sentence and the relative positions thagyydocits
syntactic structure.

Obtaining the Words: For each word in the input sentence we obtain its part-of-speech
(using Qtag) and its stem (as given by MINIPAR), and we identify wheithezcurs under
the scope of a negation (based on the dependency tree built by MINIR¥dRds unlikely
to bear emotional connotations are filtered out (based on the Geneunaelngnd the same
stoplist of POS tags used during the construction of the LEW list).

Obtaining the Emotional Value Associated to the WordsOnce we have the stem and
the part-of-speech of the word, we look up this pair in the available da&saEepending on
the representation of the emotions selected.

In the case oemotional dimensionthere are two available data bases. First EmoTag
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looks up the words in the LEW resource. If the word is not in the LEW resgUEmoTag
looks it up in the ANEW list.

In the case okemotional categoriethere is only one available database, the LEW re-
source.

If the word is not in the available data bases, EmoTag looks for its hypeimyordNet,
and looks up this hypernym in the available data bases. This is doneivetunsntil a
matching entry in the database is found. If none of the hypernyms app#ze available
data bases, the word is left out of the mark-up process.

Negation EmoTag identifies the sentences with a negation and reverses the emotional
content of the words under the scope of the negation.

In the case oemotional dimensionsn order to obtain the reverse emotional content
of an emotion which is identified by the values of the three emotional dimensionsTd)
obtains the complementary value in the scale of each dimensional value.dfoplex the
opposite value for the emotional valaet=8, eval=5 and pow=3 is act=2, eval=5 and
pow=7.

In the case of themotional categoriethe reverse emotional value is obtained by means
of our table of pairs of opposing emotions.

Obtaining the Final Value of the SentenceOnce we have the emotional value asso-
ciated to each of the emotion-bearing words of the sentence, we have nmidet¢he final
emotional value of the sentence based on the emotions associated to eacivarfds.

In the case okmotional dimensions representation of the emotional connotation of
the sentence is obtained by taking the average values of each dimensatirtherwords in
the set of emotion-bearing words in the sentence.

In the case okemotional categoriesa first approximation for a representation of the
emotional connotation of the sentence is obtained by merging the vectorsigiftsvéor
emotional categories of all the emotion-bearing words from the senteshdi@@etogether the
values when different words provide different values for the sartegoay). This provides a
single vector for the sentence. However, this approximation sufferstiie problem of emo-
tional descriptions from different origins operating at different lewdlabstraction (already
described in section 4.4 when discussing the task of post-processingstiies rof human
evaluators). As in that case, we can use the taxonomy implicit in the ontolog@dtce
the impact of this problem. If we have two concepts at different levels négdization, it
will be better to consider their collocation factors together under the morergletoncept
using the emotional ontology. For all emotional categories with non-zeres#tollocation
factors) in the vector representing the emotional connotation of the senteach one is
recursively replaced by its immediate parent in the ontology. If that emotoradept is
already present, the two corresponding collocation factors are addethén. Finally, the
most specific emotion (the emotion with the most abstract level in the ontology) veth th
biggest collocation factor is assigned to the sentence. Higure 4 showaraple of how the
final value of a sentence containing three emotional words is obtained. lexiduisple we
have a sentence with three emotional words. Table 4.a. shows the colldeatians for each
word. The first step is to group the emotions according to their level in théogytoTable
4.b. shows the result of this step. The second step is to obtain the relatedreahodincepts
for each emotional category. Fbrdignation SulkingandDispleasurewe haveAngeras a
related concept and fokmazementve haveSurprise The related emotional concepts are
added to the previous ones as can be seen in Table 4.c. If we look atttteblasit can be
seen that the emotional category with the biggest collocation facfarder, and this is the
emotion selected by EmoTag as final emotional value for the sentence.
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The witch suddenly disappeared

Table 4 a

Anger | Fear | Surprise | Sadness | Indignation | Sulking | Displeasure | Amazement
Witch 3 4 0 3 0 0 0 0

Suddenly 0 2 5 1 2 0 0 0
Disappeared 0 2 135 1.5 0 1.5 3 03
Total 3 8 65 45 2 15 3 05
Table 4.b ﬂ Group by levels
i Emotion Level 0
Level1 | Fear(8) Anger(3), Sadness(4 5), /
Surprise(6.5) — \\‘

Fear Anger Sadness  Surprise Level 1

Level2 | Indignation(2), Sulking(1 5), / \

Displeasure(3), Amazement(0.5) Indignation SuILng Displeasure Amazement  Level 2

Table 4.c -

Level1 | Fear(®), Anger(9.5), Sadness(4.5), //ﬁ"““"\\-\\

Surprise(7) Fear Anger Sadness  Surprise
Level2 | Indignation(2), Sulking(1.5), / L T
Displeasure(3), Amazement{0.5) Indignation  Sulking Displeasure Amazement

J 1 Getfinal emotion

Final emotion = Anger

H Getrelated concepts

FIGURE 4. Example of how EmoTag obtains the final emotion for a sentence based on th
emotional values of the words of which it is composed.

5. EVALUATION

This section presents the evaluation of EmoTag and the results obtaineclaised in
sectiori 3.2 there is no system which does the mark-up of text using the enhdésaaptors
used by EmoTag (the three main emotional dimensions, generic emotionalrezdegyad
specific emotional categories) so there are no systems that can be takbassdine to see
how well our system’s method performs. Moreover, the accuracy mesashat have been
seen, also in Sectidn 3.2, are not standard measures because theyohheen used in
most of the systems; each system has used its own standard measure.d&aliaig with a
spectrum of emotional descriptors that is much larger than any of the syptesented in
sectiori 3.R and there is an absence of any standard measure, soteg cte@wn evaluation
measures, which will be explained next in secfion 5.2.

In order to evaluate the system explained in this paper we must take intoaticatwe
are evaluating a system which aims to mark up text with emotions as a human wewie. A
have explained in Sectién 4.4 the mark-up done by the evaluators is faufranimous. The
assignment of emotions to sentences is a subjective task and this subjectisitipartaken
into account when it comes time to evaluate the system. This idea was suggestatd
of the works presented in the AAAI Spring Symposium on Exploring AttitudAifiect in
Text in 2004. To achieve this, we consider that the assignments prowdie: lautomatic
tagger are correct whenever they match those originally provided byahestors, accepting
a margin of error equivalent to the disagreement between differentrhensuators. For
example, suppose we have the sentelicelerella had a wonderful time at the batlarked
up by six evaluators. Three of them selected 8 as the value for evaluatdheather three
selected 7. In this case the reference value that would be compared withldleereturned
by our application would be 7.5. If we did not take into account a marginrof equivalent
to the disagreement between evaluators, we would consider the sertemotly marked up
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only if our system marks the sentence with 7.5. But we consideittigbetter to take into
account the margin of error due to disagreement and consider the aenterectly marked
up if our system marks up the sentence with a value between 7 an 8.

5.1. Material
In order to evaluate our work we carried out two different tests.

(1) We measured the results of the different individual steps we haweted during the
mark-up process (handling negation, looking up hypernyms on Worae}, We ob-
tain the results for the basic version of our system; that is, the system splisritence
into words and discards the words which appear in our POS stop list. [{dbks for
the remaining words in LEW. If a word is not in LEW, EmoTag discards it amekschot
take part in the process. In the basic version the final value of the sentebased on
the emotions associated to the words which compose the sentence, seleatimgtios
associated to the majority of the words as the final emotion, instead of usingttiegy
of emotions. Once we have the results for the basic version of our mapkagess
we apply the maodifications (treatment of negation and subordinates, uggBf/and
ontology, etc.) one by one to see their individual effect. The results aotaiiththese
modifications are shown in FigurEs[8,[T, 8 10. We selected the bestcatdifs
afteranalysingthe results obtained.

(2) We obtain the results for the definitive version, the one which contaihstbe best
modifications detected in the previous test. These results are shown indfgane 1D.

Two tales formed part of these tests which are English folk tales with differembers
of words. Tablé 6 shows the author, number of sentences, wordsvaratja of words per
sentence of each tale that formed part of the evaluation.

Tale Author Sentences| Words | W/S
Rapunzel Brothers Grimm 104 1,400 | 14
The Fox and the Crow Aesop 10 164 16

TABLE 6. Distribution of sentences, words and words per sentence (W/S) inldedaosen for the
evaluation.

5.2. Metrics

Emotional Dimensions To evaluate our tagger we have divided the evaluation accord-
ing to the different dimensions. In order to get a measure of the precisiour dagger we
have taken metrics first from the tales marked up by the evaluators andrtimenhie tales
marked up by the tagger.

For tales marked up by the evaluators we have, as reference datalubs &ssigned
to each dimension and each sentence by the human evaluators. An aa@@gmal score
for each dimension in a sentence is calculated as the average value ohsk@geed to the
corresponding dimension by the human evaluators, as it was explainedtiorsé.4. For
each sentence, the deviation between the mark-up of each evaluatorameihge emo-
tional score is obtained. The average value of the individual deviatfcesoh evaluator with
respect to the average emotional score of each sentence is calledrtie of subjectivity
This value is taken to indicate the possible range of variation due to humartiibje

In the case of tales marked up by the tagger for each dimension, if the dewétiloe
tagger with respect to the average of the values provided by the evalistess than or
equal to the margin of subjectivity among evaluators, we consider thatritense is tagged
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correctly. The margin of subjectivity for the entire corpus in the case oéthduation and
power dimension is 1 and for activation dimension is 1.2. The scale of eacimslionds a
9-point scale, so the margin can be considered low.

Emotional Categories For each tale we have the emotional label assigned to each
sentence available. As we have done for emotional dimensions we havenaikecs first
from the tales marked up by the evaluators and then from the tales markgdhgptiagger.

For tales marked up by the evaluators we have obtained a referenceagaguplained
in Sectiorf4.4.

In the case of the tales marked up by the tagger the reference value dbitaitie
evaluators’ tales is used to compare with the results generated by our. thggeder to
determine how well a text is marked up, EmoTag assigns a score, whiabsrémogn 0.0 to
1.0, to each sentence. The score is based on the number of levels in coratweerbthe
two emotions and the level of the more specific emotion, as follows:

Correct = number_common_levels/level_speci fic_.emotion

For example, in the case of a sentence marked by the evaluatexeitsmentnd by
EmoTag aenthusiasmas can be seen in Figure 5, we see thaitemenhasExcitement
EnthusiasnandHappinesss related concepts, so it has the level 3, amithusiasnmasEn-
thusiasmandHappinesglevel 2) as related conceptxcitementindenthusiasnihave two
levels in commonKEnthusiasmandHappinesyand the more specific conceptisthusiasm
(level 3) so the result is: correct = 2/3 = 0.67.

Reference value EmoTag
(evaluators)
The concert was spectacular, a full show. (excitement ) @nthusiasm
EMOTION
Level1 _ HAPPINESS \\

TR T : L
Level 2 Gloating Satisfaction i Enthusiasm ~_enthusiasm

e
Excitement «— exciterment

level_specific_emotion =3

FIGURE5. Example of the assignment of sentence scoring in the evaluation to texisdmark
up with emotional categories.

5.3. Results

First of all, we took metrics for the different important aspects that we chddgle we
developed EmoTag. The first step was to obtain a simple baseline that skeoprepiortion
correct if always assigning the affect label which covers the lagegtortion of sentences.
In the case of emotional categories the affabtl assignedy the baseline ineutralwhich
is the most frequent emotion assigned by the evaluators in the corpus. édagbef emo-
tional dimensions the values assigned by the baseline to the sentencesaerége value
of each dimension in the whole corpus (evaluation=5.04, activation=5d d@mer=5.39).
The second step was to obtain the results for the basic version of oumsyht is, the
system splits the sentence into words and discards the words which appealPOS stop
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list. It then looks for the remaining words in LEW. If a word is not in LEW, EragTdiscards

it and it does not take part in the process. In the basic version the éihed of the sentence is
based on the emotiomssociated withthe words which compose the sentence, selecting the
emotionassociated withthe majority of the words as the final emotion, instead of using the
ontology of emotions. Once we have the results for the basic version ofiank-up process
we apply the modifications. These modifications are:

e ANEW: ANEW list is used, in the mark-up process, as an additional list ktaiaing
the emotional valuassociated withthe words that do not appear in the LEW resource
(ANEW is only available for emotional dimensions).

e Hypernyms: In the mark-up process if a word is not in the available daesp#grdNet
is used to look up hypernyms of those words.

e Emotional ontology: The emotional ontology is used in the mark-up with emotiated ¢
gories to reduce the impact of the problem of emotional descriptions frdenetit origins
operating at different levels of abstraction. The emotional ontology id instihe last step
of the mark-up process to obtain the final value of the sentence baseé emttional
valuesassociated witheach of the emotions-bearing words of the sentence.

e Negation: The emotional conteatsociated withwords under the scope of negatitn
inverted.

e Subordinate clauses: Subordinate clauses are considered as emotitsialside a larger
unit, themain sentence. The emotion associated with each subordinate clause is obtained
and then this emotion is considered as a single emotion-bearing element withim-the e
compassing sentence.

e The General Inquirer: Use of the General Inquirer in order to deterithia “emotional”
words. The General Inquirer is used, first, when we get the LEWuresothe General
Inquirer is used to identify the set of words to be inserted in LEW) andrekda the
mark-up process to filter out words unlikely to bear emotional connotations.

We established the success rate (percentage of sentences correktg-maby Emo-
Tag, that ishe number of sentences correctly marked-up by EmoTag with respect to the tota
number of sentences) obtained by EmoTag with each of the modificationssashet@rmined
which of these aspects really improved the results. The results basedserdtwsions were
measured for the two tales that formed part of the evaluation and for baoltkemf together
(Total bars). The success rate shows the percentage of senteaicasetiorrectly marked
up by the system.

Emotional dimensions Figures[6[7 andl8 show the modifications of the different
aspects that have been added to the basic prototype of EmoTag. The atimtifi@dded to
the mark-up with the emotional dimensions are: the use of ANEW list, hyperrygasment
of negation and subordinate clauses and the use of General Inquireeinto determine the
“emotional” words.

From results we can draw some important conclusions. First of all, we maciutle
that with respect to the baseline the basic version of EmoTag increases thesstatees
for evaluation dimension in more than a 25% but decreases the succefs i@tévation
and power dimensions. In the case of power dimension the version of Envaia The
General Inquirer increases the success vatie respect to the baseline in more than 20%.
With respect to modifications of the basic version of EmoTag we can conthaiehe
ANEW list decreases the success rate. This supports the hypothediseth&\W resource
(content dependent) is a better solution when used on its own than whenneahvhith
the ANEW list content-independen). The correlation between Power and Evaluation in
ANEW is 0.84, suggesting that they are not independent dimensions athalnfay be
why power and evaluation lead to the most confusing tagging results. € hgpernyms
which are looked up in WordNet results in an improvement for evaluation difoenin this
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# Basic 58,33% 90,00% 61,70%
= ANEW 50,00% 60,00% 58,51%
Il Hypernyms 59,52% 80,00% 61,70%
-~ Negatives 59,52% 80,00% 61,70%
= The General Inquirer 66,67% 100,00% 70,21%
I Subordinate Sentences 64,29% 70,00% 64,89%

FIGURE 6. Success rate for the different modifications added to EmoTag foratiaiu
dimension.
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® Baseline 94,23% 90,00% 93,36%
# Basic 85,71% 100,00% 87,23%
= ANEW 84,04% 90,00% 86,17%
Il Hypernyms 85,71% 90,00% 86,17%
-~ Negatives 84,52% 90,00% 85,11%
% The General Inquirer 89,29% 90,00% 89,36%
E Subordinate Sentences 84,52% 90,00% 85,11%

FIGURE 7. Success rate for the different modifications added to EmoTag foratiotiv
dimension.

way EmoTag partially rectifies the content dependency of the LEW resotireatment of
negation does not result in any improvement. Treatment of subordingnsea results in
an improvement only for thevaluationdimension. The use of the General Inquirer results
in an improvement for thevaluationandpowerdimensions.

Based on these results we have decided not to use the ANEW list in combinétfion
the LEW resource and not to treat negation in the final version of Emohag w marks up
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™ Baseline 52,88% 70,00% 54,39%
# Basic 58,33% 90,00% 46,81%
= ANEW 39,36% 50,00% 44,68%
Il Hypernyms 59,52% 80,00% 47,87%
~ Negatives 59,52% 80,00% 47,87%
# The General Inquirer 66,67% 100,00% 74,47%
I Subordinate Sentences 64,29% 70,00% 50,00%

FIGURE 8. Success rate for the different modifications added to EmoTag forrphmen-
sion.

with emotional dimensions. We have decided to use WordNet in order to lobkpgrnyms
and treat subordinates only for tkealuationdimension and to use The General Inquirer
only for theevaluationandpowerdimensions while the list of stop POS tags will be used to
determine the “emotional” words for tteetivationdimension.

The deviation among the evaluators is around 1 foetreuationandpowerdimensions
and 1.2 foractivation The deviation between the values obtained by EmoTag and the refer-
ence values obtained from the corpus is around 0.9 foevhiationdimension, and around
0.8 for theactivationand power dimensions. If we look at these results, we can conclude
that the deviation of EmoTag is lower than the deviation among the evaluators.

The graph in Figurgl9 shows the percentages of success obtainediidaée in the final
version of EmoTag when it marks up with emotional dimensions.

Emotional Categories Figure[I0 shows the results of the baseline, the basic version of
EmoTag and in the different aspects that have been added to the bastypeamf EmoTag
when it marks up with emotional categories. The basic decisions added to thkeuma
with emotional categories are: the use of hypernyms, the treatment of meghtiouse of
the emotional ontology, the treatment of subordinate sentences and thetheeGeneral
Inquirer in order to determine “emotional” words.

If we look at the results, we find some important conclusions. First of allcare
conclude that the basic version of EmoTag increases the succesgitrateespect to the
baseline in more than a 2%. With respect to modifications of the basic verston@fag we
can conclude that the use of hypernyms resulted in an improvement of 1.6 $niccess
rate. The treatment of negation resulted in an improvement of 1.5% in thessuce.
The use of emotional ontology resulted in an improvement of 2%. Treatmsobofdinate
sentences resulted in an important reduction in the success rate. Thé theeGeneral
Inquirer did not result in a reduction or an improvement.

After analyzing these results we have decided to use only the hypernysremibtional
ontology and treatment of negation, and discard the treatment of subierdgraences and
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FIGURE 9. Success rate of EmoTag for the emotional dimensions in the final verkion o
EmoTag.
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Rapunzel The fox and the crow Total
® Baseline 45,19% 40,00% 44,74%
# Basic 46,43% 50,00% 46,81%
® Hypernyms 48,81% 50,00% 48,94%
I Negation 50,00% 50,00% 50,00%
H Emotional Ontology 42,26% 50,00% 43,09%
* Subordinate Sentences 30,95% 35,00% 31,38%
4 The General Inquirer 42,26% 50,00% 43,09%

FIGURE 10. Success rate for the different modifications added to EmoTag for erabtio
categories.

the use of the General Inquirer in the final version of EmoTag when it snagkwith
emotional categories instead of using the list of stop POS tags.

To obtain the reference value for each sentence in the corpus bagbd emotions
selected for each evaluator we had two options: either to consider thatahm®rs agree
only if they marked up the sentence with the same emotion or to use the ontologiein or
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to find out if the evaluators agree on the emotion selected. The percentagetences in
which the majority of the human evaluators - half of their number plus one edgre the
assignment of an emotion during the construction of the corpus is aro@dn8ten the
emotional ontology is used to handle different levels of abstraction (daiegd in Section
[4.4). In the previous version of EmoTag (without emotional ontology),revtige evaluators
were considered to agree only if the selected emotion was exactly the sanfeithosit
taking into account the relation of emotional categories in the ontology)eammet was
around 75%. This shows that the use of the emotional ontology resultednmpaovement
of 10%, regardless of the automatic mark-up process.

The graph in Figure_11 shows the percentages of success obtaireatfotale and the
percentage of sentences incorrectly annotated that correspond mbeacgein which the
majority of the evaluators did not agree.

100%

80%

60% |

40%

20%

0%
Rapunzel The Fox and the Crow

lil Correct B Incorrect-Not majority support

FIGURE 11. Success rate of EmoTag for the emotional categories in the final warkio
EmoTag.

The emotions with the highest percentage of correct sentences marleedhravery,
optimism relief, happinessaindsadnessfollowed by angerandaffectionand with a lower,
but important, percentage of correct sentences we baxefor, fear, surprisg alarm and
hope

The use of ANEW, a content-independent emotion list, does not improve thygouse
of the LEW resource, which is content-dependent. A better way of complémgeour LEW
resource in order to reduce the weaknesses of a content-depeapgeoach is the use of
hypernyms. In this way if a word is not in our LEW resource, EmoTag obtigsrhypernyms
from WordNet and then looks them up in the LEW resource. The use pérhyms has
resulted in an increment in the success rate for EmoTag with both emotionalgiimen
and emotional categories. ANEW is composed of relatively rare wordpaizhbly had a
relatively low hit rate for the fairy tale corpus. As future work we wouldearch the use
of other emotional dictionaries such as the Dictionary of Affect in Languabich has a
90% hit rate for natural English (Whissell, 2009). The treatment of tmgaesulted in an
important improvement only for emotional categories.

The use of an emotional ontology in the mark-up with emotional categoriekae$u
an significant improvement in both the success rate and the agreemeatuatexs.
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Finally, the use of an approach to content analysis of textual data suble &eneral
Inquirer in order to determine the “emotional” words of the sentence onlytegsan im-
provement in the case of tlevaluationandpowerdimensions.

If we compare the results of the two approaches (emotional categoriesraibnal di-
mensions), taking into account that the metrics used to evaluate eachaparealifferent,
we can see that the best results are obtained with the emotional dimensiocoacipand
more specifically with thactivationdimension, which obtainan 89% success rate.

6. DISCUSSION

EmoTag is a system that marks up texts with emotional content in the domain of fairy
tales. The emotional unit of our marker is the sentence; each sentende wakes up a
text is assigned an emotion. The emotion associated to each sentence epneSented
by means of emotional dimensions or emotional categories which makes Emadeaay in
very flexible resource that could be useful both to reseagctiemsbased on emotional
categories (specific or generic) anddgstemsbased on emotional dimensions. EmoTag
marks up English texts. The assignment of emotions is based on the relaticgehetve
words and the emotions. These relations are stored in an affective digt{EAV), which is
content-dependent and covers both representations of emotion (iadegyed dimensions).
EmoTag uses WordNet in order to look for hypernyms of words that d@appear in our
affective dictionary in an attempt to reduce the content-dependency aBWeresource;
that is, with WordNet we try to obtain the emotional value of words which daapptear in
our LEW resource. If a word does not appear in our corpus, it ismibie LEW resource so
by means of hypernym relations between words, we obtain a related viict appears in
the LEW resource.

The approach applied to handle the compositionality of emotion across tex{thaits
is, establishing a relation between the emotion of a sentence with the emotion ofdis) wo
corresponds in essence to a bag-of-words approach. This typgpodach has proven to
be extremely successful in information retrieval. It also presents thentaya of allowing
symmetrical treatment of the processes of extracting emotional words from annotated c
pora on one hand, and automated tagging of unseen text based on thenisttmnal word
on the other. More elaborate solutions may be considered that take intmatioe syntactic
and semantic context of occurrence of each emotional word. Howsweh, solutions are
not popular in language processing, posssibly due to their high complexdtya dack of
evidence of performance improvement.

EmoTag considers negation, so that all the words that are in the scope égation
invert their original emotion (the one inherited from the sentence’s emofidm®.solution
adopted for identifying the scope of negation is comparable to standantitpsain treatment
of polarity. The solution adopted for opposite emotions is based on Solor@8f)4 theory
of motivation/emotion (as detailed in the paper). The solution adopted fonasgicomple-
mentary values in the emotional dimension space corresponds to the symmebipgalbite
point in the space being considered. Once a spatial representatiahdrag@nensions is
accepted, this seemed to be the obvious solution for dealing with inversiopalanity.
However, the poor results obtained by the modification for treatment oftioagahen
applied over emotional dimensions suggest negation may affect some dinsenmsice than
others.

Another important aspect of our system is the use of an emotional ontalogyitology
of emotional categories which provides the following advantages: it imprthe compari-
son between descriptions of emotion based on categories (by allowing emexipressed
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at different levels of abstraction to be compared with one another) anovides the means
for obtaining more general categories from more specific categories.

These advantages improve the results obtained by EmoTag. Another inmenatvie our
system is the use of the dictionary used by the General Inquirer as adiitizofating the
emotion-bearing words in a sentence. In this way, EmoTag does not talecodant all the
words that compose a sentence but only those words that are corsietidnal” by the
General Inquirer.

If we compare our system to the ones mentioned in Selctign 3.2, we can sEenthikdg
differs from these approaches in different ways. EmoTag marks up #msotional dimen-
sions, whereas (Bestgen, 1993), (Pang et al., 12002), (Read), AB@mescu and Etzioni,
2005), NTCIR, TREC, (O’Connor et al., 2007), (Snyder and Bayzi2007) or the sys-
tems from SemEval (Strapparava and Mihalcea, 2007) only mark up theagga dimen-
sion. EmoTag can mark up text not only with a reduced number of emotiomresby
(Zhe and Boucouvalas, 2002), (Liu et al., 2003), (Alm, 2009), (Mibaland Liu, 2006),
(Mihalcea and Liu; _2006), (Sugimoto and Yonevama, 2006), (O’'Contalr,e2007), Se-
mEval (Strapparava and Mihalcea, 2007), (Aman and Szpakowicz) 20(Strapparava and Mihalcea,
2008) but also with labels of different granularity (from generic emottorie more specific
ones) by means of our emotional ontology. EmoTag is more flexible and mapgadde to
the different environments of application which can benefit from our sratk can mark
up text with three different emotional dimensions, with generic emotional caésyor
with more specific emotional categories. EmoTag uses not only the emotiotiahdiy
as done byl (Bestgen, 1993) but also uses WordNet for knowledgension in order to
improve the content-dependent dictionary. Finally, EmoTag takes negatmraécount,
unlike (Sugimoto and Yoneyaima, 2006) or (O’'Connor ef al., 2007).

Looking at the results of our approach we can conclude that the usaterjaries at
different levels of abstraction is a very important contribution. If we aralthe role of
specific emotions versus the role of generic emotions in the whole proessnped, we can
conclude the following:

e Human evaluators prefer specific emotions to refer to emotional stateerintale of the
corpus specific emotions are preferred by evaluators.

e Human evaluators do not always agree on the assignment of specific esitia sen-
tence. This sometimes makes it better to select as a consensus a more gapgado e
which subsumes specific emotions selected by different evaluators.

If we compare our corpus to the corpora used in the systems explainediorn&2g, we
can see that the number of evaluators we used (15 evaluators) is very sirttil@ number of
evaluators used in the systems reviewed (from 2 evaluators to 50 evajuatowever, if we
compare our corpus size (around 500 sentences, 8 tales) with the $iwecafirpus used in
those systems, we can see that our corpus is bigger than the corpidra (Bestgen, 1993),
(Zhe and Boucouvalas, 2002), (Popescu and Efzioni, 2005) omfftrava and Mihalcea,
2008) but it is much smaller than the corpora used_in (Pang &t al., 2008), |2809) or
(Aman and Szpakowicz, 2007). We are working on the extension of ttrerducorpus in
order to validate the conclusions presented in this paper over a biggrrsclike the one
used inl(Pang et al., 2002), (Alm, 2009) or (Aman and SzpakowicZ/)2@®& future work,
when the corpus extension is ready, we will use classification accuraasumes at each level
of the emotion taxonomy to compare the accuracy of classification for ditfeegegories.
Another issue be to resolved with the extension of the corpus is the levedcdlisimilarity
between the various fairy tales.
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7. CONCLUSIONS AND FUTURE WORK

One very important contribution of the system presented in this paper is tl&vits
categories at different levels of abstraction to operate simultaneoushgduaark-up. This
extension shifts the range of possible taggings from a limited set of five @&ego a
potential set of 92 categories. We believe this to be a considerable improtentéch
provides an automatic emotional tagger much closer to human evaluators in tiygalita
performance. This is achieved with no loss of applicability in the tagger byngelgn
the ontology of emotions to provide the means for comparing them during getrauf
information from the corpus, during mark-up and during evaluation.

The automatic mark-up of texts with emotions as EmoTag does is an important step in
various areas:

¢ Human-Machine communication: EmoTag can process responses frosranseidentify
their emotions in order to help them.

e Education: EmoTag can detect the status of students and respondntiiffeleppending on
this. The emotions in the stories may be important for therapeutical educatichiliiren
with communication problems. The success of computer tutoring systems cdhilghiee
if they are able to predict and adapt to the mood of the students by reirgquositive
statements and rectifying the negative (Evens, 2002).

e Entertainment: EmoTag could be beneficial in role-playing settings, in bottydhgroups
and role-playing games. For example, EmoTag permits the detection of the effnotion
the texts introduced by players, and based on this it could change the pragénts the
character, or the music of the game can be generated in accordance wétmétien.

e Personalized Systems: EmoTag allows the analysis of user responseby tbktaining
their feelings and allowing a more natural customization than the existing omésh w
need the user to explicitly provide the system with his emotions at each moment.

e Cinematography: EmoTag allows the recovery of dialogues from films wieicteate a
particular emotion. That allows students of audiovisual communication to maksates
that have to do with the creation of scenes that generate that emotion.

Examples of the application of the ideas presented here are those ptdposECA
(Krenn et al., 2002): the eShowroom which generates sales dial@nSpcialite, in which
the avatar tries to become integrated into society. A more abstract study isnibénetion
of voice synthesis with the facial modeling of photography.

In order to improve the results we have obtained with EmoTag we will consideeps-
ing modifiers and modal verbs. When modifiers appear in a sentence, thiereagsociated
to that sentence should be increased or reduced, by using the ontdélegytions in the
case of emotional categories or increasing or reducing the value of thmealaimensions.
When a modal verb appears in a sentence the words under their scopleentigated in a
special way. For example, “I can sing” does not imply that the subjectdggjrso a possible
solution could be to reduce the activation because the action is not actuaily pa#ce.

The choice of Minipar as parser to use in detecting syntactic structure nantested,
as there are other dependency parsers available (such as the Gparfar (Marneffe et al.,
2006) or RASP|(Briscoe et al., 2006)). However, syntactic strugilags a very small role
in the system as described in the paper. If the expansion to address nsaalifte modal
verbs is carried out, it may be worth exploring the use of alternative fgrse

At the moment EmoTag does not take into account the polysemy of words; Bine-
Tag look for hypernyms or synonyms in WordNet it recovers the firassy It would be
interesting to deal with the polysemy of words in order to recover the dsyaset and not
only the most likely. However, it is unlikely that very significant improvemenils nesult.
The method of assigning to each word the most frequent sense for thtaB@®as in the
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context is used as baseline in SENSEVAL experiments, and maplyisticatedWSD are
unable to reach its effectiveness (Hidalgo et al., 2005).

The results obtained with the treatment of negation in emotional dimensions do not
constitute any improvement in the results of EmoTag so we need to analyzdabeadf
negation over emotional connotations represented in terms of emotional dhmeimsorder
to get better results.

The use of the General Inquirer does not result in an improvement doadtivation
dimension so in order to discard the use of General Inquirer definitieelthfs dimension
we would like to extend the evaluation to other texts.

We would like to improve the results of this first approach with the use of statistica
natural language or machine learning techniques as done in (Aman aakb®acy, 2007),
(Strapparava and Mihalcea, 2008).or (Alm, 2009). If we apply the$eiques to the corpus
of previously annotated text, we can obtain some clues that may help us in #tiedadf
text with emotions.

SemkEval provides a corpus of headlines for the systems that participated\linthe
results obtained by these systems were based on the headlines corpusuld/ike to mark
up this corpus with EmoTag in order to compare the results with the ones obtairtbe
systems that took part in the task. The systems of SemEval do not operatevdhme
emotional categories and emotional dimensions that EmoTag used, but thistievacould
be an extra measurement for the ones that we have.

We would like to add some of the conclusions obtained in_(Alm and Sproat)) 2005
our mark-up process. We can add rules that help us to select a morgpaaf@ emotion
when two emotions are possible. For example, if we are marking up the lashserof the
tale and the final value of the sentence must be obtained from the emb#ppsessand
surprise If we were to apply the conclusions in (Alm and Sproat, 200appines®ccurred
more frequently in the last sentence), we would sedlappinesss final value.

Another important point that we would treat as future work is to obtain a &nadtion
for the whole text. For the moment, with EmoTag we know the emotional valenaabtdr
sentence, we could apply a similar process to the one we use to obtain thenfioi@dn of
a sentence based on the emotieasociated witheach word. We think it would be possible
to adapt the process presented in Sedtioh 4.6 to multi-sentence deducti@nhzfsib or
overwhelming emotion of the whole text. However, in the context of narraéxes, the
evolution of emotional connotations from the beginning to the end of a textydlikely to
be strong competitor with the overall afffective value in terms of interpretgtdtential. This
is supported by the evidence reported by Alm and Sproat (2005) oelttere frequency of
particular emotions at the beginning and end of fairy tales.

The generalizability of this method’s success remains to be proved. Semitarfairy
tales have a very particular character and other communications may cantences with
very unclear emotional tags. In principle, the only thing we would need tefeeanur system
to a new domain might be a new corpus of texts from the new domain marked up with
emotions, in order to provide coverage for any emotion-to-word assigisnpanticular to
the new domain. As future work we would like try to generalize the method prés¢his
paper to other domains.

Finally, another important improvement could be to convert EmoTag into a multiingu
resource which not only marks up English text but also texts in other |lgegusuch as
Spanish.
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