
A

L
D

a

A
R
R
A

K
S
B
C
U
B

1

s
r
s
h
r
b
e

c
t
m
e
t
s

0
d

Artificial Intelligence in Medicine 53 (2011) 1– 14

Contents lists available at ScienceDirect

Artificial  Intelligence  in  Medicine

jou rn al h om epage: www.elsev ier .com/ locate /a i im

 semantic  graph-based  approach  to  biomedical  summarisation

aura  Plaza ∗, Alberto  Díaz, Pablo  Gervás
epartamento de Ingeniería del Software e Inteligencia Artificial, Universidad Complutense de Madrid, C/Profesor José García Santesmases, s/n, 28040 Madrid, Spain

 r  t  i  c  l  e  i  n  f  o

rticle history:
eceived 12 November 2009
eceived in revised form 10 May  2011
ccepted 18 June 2011

eywords:
emantic graphs
iomedical concept annotation
oncept clustering
nified Medical Language System
iomedical text summarisation

a  b  s  t  r  a  c  t

Objective:  Access  to the  vast  body  of research  literature  that  is  available  in  biomedicine  and  related
fields  may  be improved  by automatic  summarisation.  This paper  presents  a  method  for  summarising
biomedical  scientific  literature  that  takes  into  consideration  the characteristics  of the  domain  and  the
type  of  documents.
Methods:  To  address  the  problem  of  identifying  salient  sentences  in biomedical  texts,  concepts  and  rela-
tions  derived  from  the  Unified  Medical  Language  System  (UMLS)  are  arranged  to  construct  a semantic
graph  that  represents  the  document.  A  degree-based  clustering  algorithm  is then  used  to  identify  dif-
ferent  themes  or  topics  within  the  text.  Different  heuristics  for  sentence  selection,  intended  to  generate
different  types  of  summaries,  are  tested.  A real  document  case  is  drawn  up to illustrate  how  the  method
works.
Results:  A  large-scale  evaluation  is performed  using  the  recall-oriented  understudy  for  gisting-evaluation
(ROUGE)  metrics.  The  results  are  compared  with  those  achieved  by  three  well-known  summarisers  (two
research  prototypes  and  a  commercial  application)  and  two  baselines.  Our  method  significantly  outper-
forms  all  summarisers  and  baselines.  The  best  of our  heuristics  achieves  an improvement  in performance
of  almost  7.7  percentage  units  in the  ROUGE-1  score  over  the  LexRank  summariser  (0.7862  versus  0.7302).

A qualitative  analysis  of  the summaries  also  shows  that our  method  succeeds  in identifying  sentences
that  cover  the  main  topic  of  the  document  and  also  considers  other  secondary  or  “satellite”  information
that  might  be  relevant  to the  user.
Conclusion:  The  method  proposed  is proved  to  be an efficient  approach  to  biomedical  literature  sum-
marisation,  which  confirms  that  the use  of  concepts  rather  than  terms  can be  very useful  in automatic
summarisation,  especially  when  dealing  with  highly  specialised  domains.
. Introduction

It is undeniable that information technologies have repre-
ented a major milestone in health care practice and in biomedical
esearch. New technologies, such as high-speed networks and mas-
ive storage, along with the progressive adoption of the electronic
ealth record (EHR) and the increasing publication of research
esults in digital journals, are supposed to improve work efficiency
y assuring data persistence and the availability of information
verywhere and at any time.

Access to biomedical literature has been shown to be benefi-
ial to both health professionals and consumers [1,2]. However,
he enormous volume of literature available threatens to under-

ine the convenience of the information in the absence of easy and

ffective access technologies [1,3]. Text summarisation may  help
o manage this information overload [3–5]. Researchers can use
ummaries to quickly determine whether an article is of interest
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without having to read the entire document [4].  Physicians can use
summaries to identify treatment options, reducing diagnosis time
[6]. Moreover, automatic summaries have been shown to improve
indexing and categorisation of biomedical literature when used as
substitutes for the articles’ abstracts [7,8]. Even though the prob-
lem of information overload and the benefits of summarisation are
common to most scientific disciplines, they are particularly criti-
cal in the biomedical domain because physicians and researchers
require quick access to up-to-date information relevant to their
needs [1].

The majority of summarisation systems are designed to be
general-purpose, and for this reason they do not take into account
the particular properties of each domain and document type. They
usually work with a representation of the document consisting
of information that can be directly extracted from the docu-
ment itself, such as terms, phrases or sentences [9,10].  However,
recent studies have demonstrated the benefits of summarisation

based on richer representations that make use of domain-specific
knowledge sources [5]. These approaches represent the documents
using concepts instead of words, and they may also be enriched
by using semantic associations among concepts (e.g., synonymy,
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ypernymy, homonymy or co-occurrence) to improve the quality of
he summaries. In particular, the Unified Medical Language System
UMLS) [11] has proved to be a useful knowledge source for sum-

arisation in the biomedical domain [4,5]. Moreover, the need to
onsider the particular characteristics of the domain and the type of
ocuments is becoming apparent. First, documents in biomedicine
re very different from documents in other fields and include very
ifferent document types (e.g., patient records, web documents,
cientific papers and even e-mailed reports). Second, medical lan-
uage, despite being highly specialised, is also highly interpretive,
nd it is constantly expanding [12]. It seems reasonable that these
eculiarities should be exploited by the summarisation system.

The main contribution of this work is to show how the use of
omain-specific concepts from controlled terminologies and the
onsideration of the structural properties of the documents provide
dditional knowledge that may  benefit the summarisation process
nd the quality of the summaries. A graph-based summariser is pre-
ented that uses the UMLS to identify concepts and the semantic
elations between them to construct a rich semantic representation
f the document to be summarised. Three strategies for sentence
election are proposed, each of them aiming to construct a different
ype of summary according to the type of information in the source
hat is likely to be included in the summary. Moreover, the sum-

ariser deals with several problems derived from the peculiarities
f biomedical terminology, such as lexical ambiguity and the use of
cronyms and abbreviations.

The paper is organised as follows. Section 2 describes the back-
round and related work on text summarisation and UMLS concept
nnotation. Section 3 presents the method of summarisation and
he evaluation methodology. Section 4 shows the evaluation results
nd compares the system to other popular summarisers. Section

 discusses these results. The final section provides concluding
emarks and describes future lines of work.

. Background

.1. Previous work in summarisation

Text summarisation is the process of automatically creating
 compacted version of a given text. Content reduction can be
ddressed by selection and/or by generalisation of what is impor-
ant in the source [13]. This definition suggests that two generic
roups of summarisation methods exist: those that generate
xtracts and those that generate abstracts. Extractive summarisa-
ion produces summaries by selecting salient sentences from the
riginal document, and therefore the summaries are essentially
omposed of material that is explicit in the source. In contrast,
bstractive summarisation constructs summaries in which the
nformation from the source has been paraphrased. Although
uman summaries are typically abstracts, most existing systems
roduce extracts largely because extractive summarisation has
een demonstrated to report better results than abstractive sum-
arisation [14]. This superiority is due to the difficulties entailed

y the abstraction process, which usually involves identifying the
ost prevalent concepts in the source, the appropriate semantic

epresentation of them and the rewriting of the summary through
atural language generation techniques.

Extractive methods typically construct summaries based on a
uperficial analysis of the source. Early summarisation systems
ere based on what Mani called the Edmundsonian paradigm [15].

n this paradigm, sentences are ranked using simple heuristic fea-

ures, such as the position of the sentences in the document [16],
he frequency of their terms [17,18], the presence of certain cue
ords and indicative phrases [18] or the word overlap between the

entences and the document title and headings [18]. These features
 in Medicine 53 (2011) 1– 14

are usually combined using a linear weighting function that assigns
a single score to each sentence in the document, and the high-
est scoring sentences are extracted for the summary. More recent
approaches also employ machine learning techniques to determine
the best subset of features for extraction [19].

Most advanced techniques incorporate graph-based methods.
This paper mainly investigates previous work in graph-based
summarisation (see [15] for a more thorough study of domain-
independent summarisation techniques and [1] for biomedical-
focused approaches). Graph-based methods usually represent the
documents as graphs where the nodes correspond to text units such
as words, phrases, sentences or even paragraphs, and the edges rep-
resent cohesion or similarity relations between these units. Once
the document graph has been created, salient nodes within it are
identified and used to extract the corresponding units for the sum-
mary.

LexRank [9] is the best-known example of a graph-based
method for multi-document summarisation. It assumes a fully
connected and undirected graph for the set of documents to be
summarised, in which each node corresponds to a sentence rep-
resented by its TF-IDF vector, and the edges are labelled with
the cosine similarity between the sentences. Only the edges that
connect sentences with a similarity above a predefined threshold
are drawn in the graph. The sentences represented by the most
highly connected nodes are selected for the summary. A very sim-
ilar method, TextRank, is proposed by Mihalcea and Tarau [10].
TextRank differs from LexRank in three main aspects: first, it is
intended for single-document summarisation; second, the similar-
ity between sentences (i.e., the weight of the edges in the document
graph) is measured as a function of their content overlap; and third,
the PageRank algorithm [20] is used to rank the nodes in the doc-
ument graph. Most recently, Litvak and Last [21] proposed a novel
approach that uses a graph-based syntactic representation of tex-
tual documents for keyword extraction, which can be used as a
first step in single-document summarisation. They represent the
document as a directed graph, where the nodes represent single
words found in the text, and the edges (not labelled) represent
precedence relations between words. A hyperlink-induced topic
search algorithm [22] is then run on the document graph under
the assumption that the top-ranked nodes should represent the
document keywords.

Although these approaches are promising, they exhibit impor-
tant deficiencies that are consequences of not capturing the
semantic relationships between terms (synonymy, hypernymy,
homonymy and co-occurrence relations). The following sentences
illustrate such problems:

1. Cerebrovascular diseases during pregnancy result from any of
three major mechanisms: arterial infarction, haemorrhage or
venous thrombosis.

2. Brain vascular disorders during gestation result from any of three
major mechanisms: arterial infarction, haemorrhage or venous
thrombosis.

Because the two sentences present different terms, the
approaches above are unable to make use of the fact that they have
exactly the same meaning. This problem may  be solved by deal-
ing with concepts instead of terms and with semantic relations
instead of lexical or syntactical ones. Consequently, some recent
approaches have adapted existing methods to represent the docu-
ment at a conceptual level.

For example, in the biomedical domain, Reeve et al. [4] adapt

the lexical chaining approach [23] to use UMLS concepts rather
than terms and apply it to single-document summarisation. They
automatically identify UMLS concepts in the source and chain
them so that each chain contains a list of concepts belonging
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o the same UMLS semantic type. The concept chains are then
cored by multiplying the frequency of the most frequent concept
n the chain by the number of distinct concepts in it, and these
cores are used to identify the strongest concept chains. Finally,
he sentences are scored based on the number of concepts that
hey contain from strong chains. Yoo and colleagues [24] use the

edical Subject Headings (MeSH) [25] to represent a corpus of
ocuments as a graph, where the nodes are the MeSH descriptors
ound in the corpus, and the edges represent hypernymy and co-
ccurrence relations between them. The concepts are clustered to
dentify groups of documents dealing with the same topic using

 degree-ranking method. Each document cluster is then used
o produce a single summary. For this purpose, they construct a
ext semantic interaction network that represents the set of docu-

ents to be summarised, using only the semantic relations found
n the document cluster. BioSquash [26] is a question-oriented
xtractive system for biomedical multi-document summarisation.
t constructs a graph that contains concepts of three types: onto-
ogical concepts (general ones from WordNet [27] and specific
nes from the UMLS), named entities and noun phrases. The edges
f this graph represent semantic relationships between concepts,
ut nothing is said about the specific relationships used. A more
omplex work is presented in Fiszman et al. [5].  They propose
n abstractive approach that relies on the semantic predications
rovided by SemRep [28] to interpret biomedical text and on a
ransformation step using lexical and semantic information from
he UMLS to produce abstracts from biomedical scientific articles.
owever, these abstracts are presented in a graphical format, and

he production of textual summaries using language generation
echniques has been relegated to future work.

A recent technique that has proved to be useful for summari-
ation is sentence simplification. Although it is beyond the scope
f this work, it is expected to provide future improvement of the
ethods. Sentence simplification or compression can be consid-

red as a means of creating more space within which to capture
mportant content by producing a simpler and shorter version
f a sentence while retaining the relevant information [29]. Sen-
ence simplification approaches have been little explored in the
iomedical domain, mainly due to the complexity of the sentences.
ecently, the BioSimplify system [30] proved the utility of sentence
implification to improve the output of parsers in biomedical liter-
ture, while Jonnalagadda and Gonzalez [31] studied the impact
f sentence simplification on the extraction of protein–protein
nteractions from biomedical articles. Lin and Wilbur [32] showed
hat sentence compression of biomedical article titles facilitates
ser decisions regarding whether an article is worth examining

n response to an information need. All of these approaches use a
eries of linguistically motivated trimming rules to remove inessen-
ial fragments from the parse tree of a sentence.

.2. Biomedical domain singularities

Biomedical texts exhibit certain unique attributes that must be
aken into account in the development of a summarisation sys-
em. First, medical information arises in a wide range of document
ypes [1]: EHR, scientific articles, semi-structured databases, X-ray
mages and even videos. Each document type presents very distinct
haracteristics that should be considered in the summarisation pro-
ess. We  focus on scientific articles, which are mainly composed of
ext but usually contain tables and images that may  contain impor-
ant information that should appear in the summary. Biomedical

apers often present the IMRaD structure (Introduction, Method,
esults and Discussion), but sometimes also present additional sec-
ions such as abbreviations, limitations of the study and competing
nterests. In most cases, depending on the summarisation task, this
 in Medicine 53 (2011) 1– 14 3

knowledge about the article layout can be exploited to improve the
summaries that are generated automatically.

Second, the peculiarities of the terminology make it diffi-
cult to automatically process biomedical information [33]. The
first challenge is the problem of synonyms (the use of different
terms to designate the same concept) and homonyms (the use of
words/phrases with multiple meanings). For instance, the syn-
tagms coronary failure and heart attack stand for the same concept,
while the term anaesthesia may  refer to either the loss of sensation
or the procedure for pain relief. Another handicap to automatic
concept recognition is the presence of neologisms,  which are newly
coined words that are not likely to be found in a dictionary (e.g.,
the term coumadinise for the administration of coumadin). Finally,
elisions and abbreviations complicate the automatic processing of
medical texts. Elision is the omission of words or sounds in a word
or phrase. An example of elision is white count, understood by physi-
cians as the count of white blood cells. An abbreviation is a shortened
form of a word or phrase, for example, the use of OCP to refer to oral
contraceptive pills.

2.3. The use of the UMLS for automatic concept annotation

The UMLS [11,34] is a collection of controlled vocabularies
related to biomedicine that contains a wide range of information
that can be used for natural language processing (NLP). It consists of
three main components: the Specialist Lexicon, the Metathesaurus
and the Semantic Network.

The UMLS Specialist Lexicon [35] is a database of lexicographic
information conceived especially for NLP systems to address the
high degree of variability in natural language words. It is intended
to be a general English lexicon but also includes many biomedical
terms. The lexicon entry for each word records syntactic, morpho-
logical and orthographic information. The UMLS Metathesaurus [36]
comprises a collection of biomedical and health related concepts
derived from more than 100 different vocabulary sources, their var-
ious names and the relationships among them. The UMLS Semantic
Network [37] consists of a set of categories (or semantic types) that
provides a consistent categorisation of the concepts in the Metathe-
saurus, along with a set of relationships (or semantic relations) that
exist between the semantic types.

Using the UMLS for NLP tasks instead of another biomedi-
cal knowledge source (e.g., the Systematized Nomenclature of
Medicine-Clinical Terms (SNOMED-CT) [38] or MeSH [25]) offers
two main advantages: (1) a broader coverage, as it is a compendium
of vocabularies including SNOMED-CT and MeSH and (2) support by
a number of resources that aid developers of NLP applications, such
as lexical tools, concept annotators and word sense disambigua-
tion algorithms. Moreover, using the UMLS for concept annotation
offers two  further advantages: (1) it lists more than 15000 entries
of ambiguous terms (which attenuate the problems of synonymy
and homonymy), and (2) it contains numerous entries for elisions
and abbreviations.

To map biomedical text to concepts in the UMLS Metathesaurus,
the National Library of Medicine has developed the MetaMap pro-
gram [39,40]. MetaMap employs a knowledge-intensive approach
that uses the Specialist Lexicon in combination with lexical and
syntactic analysis to identify noun phrases in text.

Matches between noun phrases and Metathesaurus concepts
are computed by generating lexical variations and allowing par-
tial matches between the phrase and the concept. The possible
UMLS concepts are assigned scores based on the closeness of the
match between the input noun phrase and the target concept. The

highest scoring concepts and their semantic types are returned. Fig.
1 shows this mapping for the syntagm heart attack trial. The first
section in the MetaMap response (meta candidates) shows the can-
didate concepts, whereas the second section (meta mapping) shows
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ig. 1. An example of MetaMap mapping for the syntagm heart attack trial. Each can
arentheses) and its semantic type in the Semantic Network (in brackets).

he highest scoring candidates. Each candidate is represented by
ts MetaMap score, its concept name in the Metathesaurus and its
emantic type in the Semantic Network.

The UMLS and MetaMap have been used in a number of biomed-
cal NLP applications, including machine translation [41], question
nswering [42] and information retrieval [43,44]. Erk et al. [41], for
nstance, modify a simple statistical machine translation system
o use information from UMLS concepts and semantic types, thus
chieving a significant improvement in translation performance.
verby et al. [42] show that both the UMLS Metathesaurus and

he MetaMap program are useful for extracting answers to trans-
ational research questions from biomedical text in the field of
enomic medicine. Aronson and Rindflesch [43] use MetaMap to

xpand queries with UMLS Metathesaurus concepts. The authors
onclude that query expansion based on the UMLS improves
etrieval performance and compares favourably with retrieval
eedback. Plaza and Díaz [44] propose a method for the retrieval of

ig. 2. Summariser architecture. The figure shows the seven steps involved in the algor
ocument representation, (5) concept clustering, (6) sentence-to-cluster assignment and
e mapping is given a score and is represented by its name in the Metathesaurus (in

similar clinical cases based on mapping the text in EHR onto UMLS
concepts and representing the patient records as a set of semantic
graphs. Each of these graphs corresponds to a different category of
information (e.g., diseases, symptoms and signs or medicaments).
These categories are automatically derived from the UMLS seman-
tic types to which the concepts in the records belong.

3. Methods

3.1. Summarisation method

In this section, the concept graph-based summariser is pre-
sented. The method accomplishes the task of identifying the N

most relevant sentences in a document through seven steps: (1)
document preprocessing, (2) concept recognition, (3) sentence
representation, (4) document representation, (5) concept cluster-
ing, (6) sentence-to-cluster assignment and (7) sentence selection.

ithm: (1) preprocessing, (2) concept recognition, (3) sentence representation, (4)
 (7) sentence selection.
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ach step is discussed in detail in the following subsections. Fig.
 illustrates the architecture of the summarisation method. More-
ver, to clarify how the algorithm works, a complete document
xample from the BioMed Central corpus [47] (document cvm-2-6-
54.xml) is elaborated throughout the summarisation process. It is
orth mentioning that, although our interest here is to summarise

iomedical literature, the summarisation method is generic and
ay be adapted to work with different types of documents (see [45]

nd [46] for examples of preliminary applications to summarising
ews items and tourism-related web sites, respectively).

.1.1. Document preprocessing
A preliminary step is undertaken to prepare the document for

he subsequent steps. This preprocessing involves the following
ctions:

First, sections of the document that are considered irrelevant
for inclusion in the summary are removed: competing interests,
acknowledgments, references and section headings.
Second, if the document includes an abbreviations section, the
abbreviations and their expansions are extracted from it. This
information is then used to replace these shortened forms in the
document body. For example, if the abbreviations section defines
embryonic submandibular as the expansion of SMG  for a particu-
lar document, and if that document contains the phrase Survivin
may be a key mediator of SMG  epithelial cell survival, then that
phrase would become Survivin may  be a key mediator of embryonic
submandibular epithelial cell survival.
Third, to expand the acronyms and abbreviations not defined in
the abbreviations section, the software for abbreviation definition
recognition presented in [48] is used. This software is publicly
available [49] and allows for the identification of abbreviations
and their expansions in biomedical texts with an average preci-
sion of 95%. Abbreviations are then replaced by their expansions
in the document body.
Fourth, the title, abstract and body sections are extracted.
Fifth, using a stop list from Medline [50], generic terms (e.g.,
prepositions and pronouns) in the body and title sections are
removed because they are not useful in discriminating between
relevant and irrelevant sentences.
Finally, the text in the body section is split into sentences using
the tokenizer, part of speech tagger and sentence splitter modules
of the GATE architecture for text engineering [51].
The preprocessing step can easily be configured to deal with doc-
ments of different structures and with unstructured documents. A
onfig.xml file allows users to specify, for instance, if the document
s not structured and thus the entire text should be considered for

able 1
etaMap mapping for the sentence The goal of the trial was to assess cardiovascular mor

s  an evidence-based guide for clinicians who  treat hypertension. Ignored concepts of ge

Conc ept                   Met aMap  sc ore      Sem ant ic t ype

Goals                        1000           Inte llect ual p roduc 
Clinical trials                10 00           Rese arch  activ ity 
Cardio vascu lar s ystem          694            Body  syst em 
Mortality vital statistics   86 1            Quan titat ive c oncep 
Morbidity – dise ase r ate     10 00           Quan titat ive c oncep 
Cerebrovascular accident      10 00           Dise ase o r syn drome 
Coronary heart disease        10 00           Dise ase o r syn drome 
Congestive heart failure     10 00           Dise ase o r syn drome 
Evidence of                     66 0            Func tiona l con cept
Basis                            66 0            Func tiona l concept
Clinicians                   1000           Prof . or  occup . gro 
Treatment intent               10 00           Func tiona l con cept
Hypertensive disease          10 00           Dise ase o r syn drome 
 in Medicine 53 (2011) 1– 14 5

the purpose of summarisation; the document sections that have to
be ignored; the XML  tags (if any) that enclose the title, abstract,
body and abbreviations sections; the format used to specify the
abbreviations and their expansions; or the stop list to be used.

3.1.2. Concept recognition
The next stage is to map  the text in the document to concepts

from the UMLS Metathesaurus and semantic types from the UMLS
Semantic Network.

The MetaMap program is run over the text in the body section
of the document. In particular, the 2009 version of MetaMap is
employed, and the 2009AA UMLS release is used as the knowledge
base. It is important to note that, in the presence of lexical ambi-
guity, MetaMap frequently fails to identify a unique mapping for a
given phrase [52]. This failure occurs, for instance, for the phrase
Tissues are often cold, where MetaMap returns three candidate con-
cepts with equal scores for cold (cold sensation, common cold and
cold temperature). To select the correct mapping for the context
in which the phrase appears, MetaMap is invoked using the word
sense disambiguation option (-y flag). This flag implements the
Journal Descriptor Indexing (JDI) methodology described in [53].
This algorithm is based on semantic type indexing, which resolves
Metathesaurus ambiguity by choosing a concept with the most
likely semantic type for a given context. Using the–y flag forces
MetaMap to choose a single mapping if there is more than one can-
didate concept for a given phrase. However, when the candidate
concepts share the same semantic type, the JDI algorithm may  fail
to return a single mapping. In this case, the first mapping returned
by MetaMap is selected.

Concepts from very generic UMLS semantic types are discarded
because they have been found to be excessively broad. These
semantic types are quantitative concept, qualitative concept, tempo-
ral concept, functional concept, idea or concept, intellectual product,
mental process, spatial concept and language. These types were
empirically determined by evaluating the summaries generated
using UMLS concepts from different combinations of semantic
types.

Table 1 shows the UMLS concepts identified for the sentence
S1: The goal of the trial was  to assess cardiovascular mortality
and morbidity for stroke, coronary heart disease and congestive
heart failure, as an evidence-based guide for clinicians who  treat
hypertension.

3.1.3. Sentence representation

For each sentence in the document, the UMLS concepts returned

by MetaMap are retrieved from the UMLS Metathesaurus along
with their complete hierarchy of hypernyms (is a relations). All the
hierarchies for each sentence are merged, creating a sentence graph

tality and morbidity for stroke, coronary heart disease and congestive heart failure,
neric semantic types appear crossed out.

t

t
t
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ig. 3. An example of a sentence graph for the sentence The goal of the trial was to as
eart  failure, as an evidence-based guide for clinicians who treat hypertension. Very gen

here the edges (temporally unlabelled) represent semantic rela-
ions, and only a single vertex is created for each distinct concept in
he text. Finally, the two upper levels of this hierarchy are removed,
gain because they represent very general concepts. Fig. 3 shows
he graph for the example sentence used in the previous section.

.1.4. Document representation
Next, all the sentence graphs are merged into a single document

raph. This graph can be extended using more specific relation-
hips between nodes to obtain a more complete representation of
he document. In particular, in this work, the following sets of rela-
ions are tested: (1) no relation (apart from hypernymy), (2) the
ssociated with relation between semantic types from the UMLS
emantic Network, (3) the related to relation between concepts
rom the UMLS Metathesaurus and (4) both the associated with and
elated to relations. To expand the document graph, only relations
hat link leaf vertices are added.

Fig. 4 shows an example of a document graph for a simplified
ocument composed of two sentences extracted from the docu-
ent cvm-2-6-254.xml from the BioMed Central corpus:

1. The goal of the trial was to assess cardiovascular mortality
and morbidity for stroke, coronary heart disease and conges-
tive heart failure, as an evidence-based guide for clinicians who
treat hypertension

2. While event rates for fatal cardiovascular disease were similar,
there was a disturbing tendency for stroke to occur more often
in the doxazosin group, than in the group taking chlorthalidone.

Next, each edge of the document graph is assigned a weight in
0,1], as shown in Eq. (1).  The weight of an edge, e, representing an

s a relation between two  vertices, vi and vj (where vi is a parent of
j), is calculated as the ratio of the depth of vi to the depth of vj from
he root of their hierarchy. The weight of an edge representing any
ther relation (i.e., associated with or related to)  between a pair of
rdiovascular mortality and morbidity for stroke, coronary heart disease and congestive
oncepts that are ignored appear crossed out. Final concepts are shown in bold type.

leaf vertices is always 1.0. Thus, the weighting function attaches
greater importance to specific concepts than to general ones.

weight(vi, vj) = � where

{
� = depth(vi)

depth(vj)
if e represents an is a relation

� = 1.0 otherwise
(1)

This principle is shown in Fig. 4, where the is a link between the
concepts cardiovascular drug and alpha-adrenergic blocking agent is
assigned the weight 1/2 because cardiovascular drug is ranked first
in its hierarchy and alpha-adrenergic blocking agent is ranked second
in the same hierarchy. The related to link between the leaf concepts
doxazosin and chlorthalidone is assigned the weight 1.0.

3.1.5. Concept clustering
The following step groups the UMLS concepts in the document

graph using a degree-based clustering algorithm similar to the one
proposed in [24]. The aim is to construct sets or clusters of concepts
that are closely related in meaning, under the assumption that each
cluster represents a different subtheme in the document and that
the most central concepts in the clusters (the centroids) give the
necessary and sufficient information related to each subtheme.

The working hypothesis is that the document graph is an
instance of a scale-free network [54]. A scale-free network is a
complex network whose degree distribution follows a power law
P(k) ∼ k−� , where k stands for the number of links originating from
a given node. The most notable property in this type of networks
is that some nodes have a degree that considerably exceeds the
average. These highest-degree nodes are often called hubs.

The salience of each vertex in the graph is then computed. Fol-
lowing [24], the salience of a vertex, vi, is defined as the sum of the
weights of the edges, ej, that are connected to it, as shown in Eq.
(2).
salience(vi) =
∑

ej

∣∣∃vk∧ejconnect(vi,vk)

weight(ej) (2)
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ig. 4. An example of a simplified document graph from sentences S1 and S2. Cont
nd  dotted lines represent associated with relations. The edges of a portion of this g

The n vertices with the highest salience (the hub vertices) rep-
esent the most connected nodes in the graph, taking into account
oth the number and the weight of the edges. The clustering algo-
ithm starts grouping the hub vertices into hub vertex sets (HVSs)
24]. These HVSs can be interpreted as sets of concepts strongly
elated in meaning and will represent the centroids of the clusters.
o construct the HVSs, the clustering algorithm first identifies the
airs of hub vertices that are most closely connected and merges
hem into a single HVS. Then, for each pair of HVSs, the algorithm
hecks whether the internal connectivity of the vertices they con-
ain is lower than the connectivity between them. If so, the HVSs
re merged. This decision is encouraged by the assumption that
he clustering should show maximum intra-HVS connectivity but

inimum inter-HVS connectivity. Intra-connectivity for a HVS is
alculated as the sum of the weights of all edges connecting two
ertices within the HVS, as shown in Eq. (3).  Inter-connectivity for
wo HVSs is computed as the sum of the weights of all edges con-
ecting two vertices, each vertex belonging to one of the HVSs, as
hown in Eq. (4).

ntra-connectivity(HVSi) =
∑

ej

∣∣∃v,w ∈ HVSi∧ejconnect(v,w)

weight(ej) (3)

nter-connectivity(HVSi, HVSj) =
∑

ek

∣∣∃v ∈ HVSi,w ∈ HVSj∧ekconnect(v,w)

weight(ek) (4)

Once the centroids of the clusters have been determined, the
emaining vertices (i.e., those not included in the HVSs) are itera-

ively assigned to the cluster to which they are more connected. The
onnectivity between a vertex, v, and a cluster, Ci, is computed as
he sum of the weights of the edges that connect the target vertex
o the other vertices in the cluster, as shown in Eq. (5).  Therefore,
s lines represent hypernymy relations; dashed lines represent related to relations;
ave been labelled with their weights.

the final clusters consist of the HVSs resulting from the clustering
algorithm plus the non-HVS vertices that are later attached to them.

connectivity(v, Ci) =
∑

ej

∣∣∃w ∈ Ci∧ejconnect(v,w)

weight(ej) (5)

Fig. 5 shows two fragments of two clusters from the document
example. The purpose of this figure is to give readers an idea of the
appearance of the clusters generated by the algorithm. The entire
clusters present, respectively, 182 and 27 concepts. The cluster-
ing method produces four clusters for the full document. It may
be observed that cluster A groups concepts related to diseases,
syndromes and findings, as well as concepts regarding chemical
and pharmacological substances, while cluster B collects concepts
related to population and professional groups.

3.1.6. Sentence-to-cluster assignment
Once the concept clusters have been created, the aim of this

step is to compute the semantic similarity between each sentence
graph and each cluster. As the two  representations are quite dif-
ferent in size, traditional graph similarity metrics (e.g., the edit
distance [55]) are not appropriate. Instead, the similarity between
a sentence graph and a cluster is computed using a non-democratic
voting mechanism, so that each vertex, vk, within a sentence graph,

Sj, assigns a vote to a cluster, Ci, if the vertex belongs to the HVS of
that cluster; half a vote if the vertex belongs to the cluster but not
to its HVS; and no votes otherwise. The similarity between the sen-
tence graph and the cluster is then calculated as the sum of the
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ig. 5. An example of two  fragments of two out of the four clusters extracted fro
resent, respectively, 182 and 27 concepts.

otes assigned to the cluster by all vertices in the sentence graph,
s shown in Eq. (6).

emantic similarity(Ci, Sj) =
∑

vk

∣∣vk ∈ Sj

wk,j where

{
vk /∈ Ci ⇒ wk,i,j = 0
vk ∈ HVS(Ci) ⇒ wk,i,j = 1.0
vk /∈ HVS(Ci) ⇒ wk,i,j = 0.5

(6)

Next, for each cluster, the sentences are ranked in decreasing
rder of semantic similarity. It should be noted that a sentence
ay  assign votes to several clusters (i.e., it may  contain information

bout different themes).
To illustrate this process, consider the sentence S1 presented in

ection 3.1.2 and its sentence graph shown in Fig. 3. The seman-
ic similarity between this sentence graph and cluster A in Fig. 5 is
qual to 2.5 because the concepts blood pressure finding and cardio-
ascular accident belong to the HVS of the cluster and each receive
ne vote, while the concept congestive heart failure belongs to the
luster but not to its HVS, thus receiving half a vote. The remaining
oncepts in the sentence graph do not belong to the cluster, and
hus they do not receive any vote.

.1.7. Sentence selection
At this point in, it is important to remember that extractive

ummarisation works by choosing salient sentences in the original
ocument. In this work, sentence selection is assessed based on the
imilarity between sentences and clusters, as defined in Eq. (6).  The
umber of sentences to be selected (N) depends on the desired sum-
ary compression. Three different heuristics for sentence selection

ave been investigated:

Heuristic 1: Under the hypothesis that the cluster with the most
concepts represents the main theme or topic in the document, the
top ranked N sentences from this cluster are selected. The aim of
this heuristic is to include in the summary only the information
related to the main topic of the document.
Heuristic 2: All clusters contribute to the summary in proportion
to their sizes. Therefore, for each cluster, the top ranked ni sen-
tences are selected, where ni is proportional to the size of the
cluster. The aim of this heuristic is to include in the summary
information about all the topics covered in the source.
Heuristic 3: Halfway between the two heuristics above, this
heuristic modifies Eq. (6) to compute a single score for each sen-
tence as the sum of the votes assigned to each cluster, adjusted
by their sizes, as shown in Eq. (7).  Then, the N highest scoring

sentences are selected. The aim of this heuristic is to select most
of the sentences from the main topic of the document but also
to include other secondary information that might be relevant to
the user.
 document example. The hub vertices are shown in bold type. The entire clusters

semantic similarity (Sj) =
∑

Ci

semantic similarity (Ci, Sj)
|Ci|

(7)

Two additional features, apart from semantic similarity, have
been tested in computing the relevance of the sentences: sen-
tence position and similarity to the title. Despite their simplicity,
these features are still commonly used in the most recent works on
extractive summarisation [56,57].

• Sentence position: The position of the sentences in the document
has been traditionally considered an important factor in finding
the sentences that are most related to the topic of the document
[16,56,57].  Sentences close to the beginning and the end of the
document are expected to deal with the main theme of the doc-
ument, and therefore more weight is assigned to them. In this
work, a position score ∈ [0,1] is calculated for each sentence as
shown in Eq. (8),  where M represents the number of sentences in
the document and mj represents the position of the sentence, Sj,
within the document.

position(Sj) = max

{
1

mj
,

1
M − mj + 1

}
(8)

• Similarity to the title: The title given to a document by its author
is intended to represent the most significant information in the
document, and thus it is frequently used to quantify the relevance
of a sentence [57]. In this work, the similarity of a sentence to the
title is computed as the proportion of UMLS concepts in common
between the sentence and the title, as shown in Eq. (9).

title(Sj) = {concepts Sj} ∩ {concepts title}
{concepts Sj} ∪ {concepts title} (9)

The final selection of the sentences for the summary is based on
the weighted sum of these feature values, as stated in Eq. (10). The
values for the parameters �, � and � must be determined empiri-
cally.

score(Sj) = � × semantic similarity(Sj) + � × position(Sj) + � × title(Sj) (10)

It should be noted that the sentences in the summary are placed
in the same order in which they appear in the source. Also, because
a sentence may  assign votes to several clusters or themes, heuristic
2 might include repeated sentences in the summary. To avoid this

repetition, the system avoids adding to the summary any sentence
that is already part of it. Finally, the tables and figures in the source
that are referred to in any sentence belonging to the summary are
also included in it.
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.2. Evaluation method

The purpose of the experiment is to evaluate the adequacy of
emantic graphs for extractive summarisation and to compare the
ethod with other well-known research and commercial sum-
arisers. The evaluation is accomplished in two phases: (1) a

reliminary experiment to find the best values for the different
arameters involved in the algorithm and (2) a large-scale eval-
ation following the guidelines in the 2004 and 2005 Document
nderstanding Conferences (DUC1) [58,59].

.2.1. Evaluation metrics: ROUGE
Although the evaluation of automatically generated summaries

s a critical issue, there is still a controversy as to what the evalu-
tion criteria should be, mainly due to the subjectivity in deciding
hether or not a summary is of good quality [60]. Summarisation

valuation methods can be classified into two broad categories,
ntrinsic and extrinsic, depending on whether the outcome is eval-
ated independently of the purpose that the summary is intended
o serve. Because the method proposed here is not designed for
ny specific task, the interest is on intrinsic evaluation. Intrinsic
valuation techniques test the summarisation itself, primarily by
easuring two desirable properties of the summary: coherence

nd informativeness. Summary coherence refers to text readability
nd cohesion, while informativeness aims at measuring how much
nformation from the source is preserved in the summary [61].

The automatically generated summaries may  be evaluated man-
ally, but this process is both very costly and time-consuming
ecause it requires human judges to read not only the summaries
ut also the source documents. Besides, to objectively judge a sum-
ary has been proven difficult, as humans often disagree on what

xactly makes a summary of good quality [62]. As a consequence,
he research community has lately focused on the search for met-
ics to automatically evaluate the quality of a summary. Several
etrics have been proposed to automatically evaluate informative-

ess [63,64]. However, to the best of our knowledge, research in
utomatic evaluation of coherence is still very preliminary [65,66].

In this work, the recall-oriented understudy for gisting evalua-
ion (ROUGE) package [67] is used to evaluate the informativeness
f the automatic summaries. ROUGE is a commonly used evalu-
tion method that compares an automatic summary (called peer)
ith one or more human-made summaries (called models or ref-

rence summaries)  and uses the proportion of n-grams in common
etween the peer and model summaries to estimate the content
hat is shared between them. The more content shared between
he peer and model summaries, the better the peer summary is
ssumed to be. The ROUGE metrics produce a value in [0,1], where
igher values are preferred, as they indicate a greater content
verlap between the peer and model summaries. The following
OUGE metrics are used in this work: ROUGE-1 (R-1), ROUGE-2
R-2), ROUGE-W-1.2 (R-W) and ROUGE-SU4 (R-SU4). R-N eval-
ates n-gram occurrence, where N stands for the length of the
-gram. R-W-1.2 computes the union of the longest common sub-
equences between the peer and the model summary sentences,
aking into account consecutive matches. Finally, R-SU4 evaluates
skip bigrams”, that is, pairs of words having intervening word gaps
o larger than four words.
It should be noted, however, that ROUGE metrics do not account
or text coherence, but merely assess the content of the summaries.
n important drawback of ROUGE metrics is that they use lexical

1 The DUC conferences (now the Text Analysis Conferences, TAC) are an initiative
f the National Institute of Standards and Technology aimed at developing power-
ul summarisation systems and evaluation methods and at enabling researchers to
articipate in large-scale experiments.
 in Medicine 53 (2011) 1– 14 9

matching instead of semantic matching. Therefore, peer summaries
that are worded differently but carry the same semantic informa-
tion may  be assigned different ROUGE scores. In contrast, the main
advantages of ROUGE are its simplicity and its high correlation with
the human judges gathered from previous DUC conferences [67].

3.2.2. Evaluation corpus
To the authors’ knowledge, no corpus of model summaries exists

for biomedical documents. However, most scientific papers include
an abstract (i.e., the author’s summary), which can be used as a
model summary for evaluation.

In this work, a collection of 300 biomedical scientific articles
randomly selected from the BioMed Central full-text corpus for
text mining research [47] was  used for evaluation. This corpus con-
tains approximately 85,000 papers of peer-reviewed biomedical
research, available in XML  structured format, which allowed us to
easily identify the title, abstract, figures, tables, captions, citation
references, abbreviations, competing interests and bibliography
sections. As stated in [68], the document sample size is large enough
to allow significant evaluation results. The abstracts for the papers
were used as reference summaries.

3.2.3. Algorithm parametrisation
A preliminary experiment was performed to determine, accord-

ing to ROUGE scores, the optimal values for the parameters involved
in the algorithm. This preliminary work addressed the following
research questions:

1. Which set of semantic relations should be used to construct the
document graph? (Section 3.1.4)

2. What percentage of vertices should be considered as hub vertices
by the clustering method? (Section 3.1.5)

3. Does the use of traditional criteria (i.e., the position of the sen-
tences and their similarity with the title) improve the quality of
the summaries? (Section 3.1.7)

4. Which of the three heuristics for sentence selection produces the
best summaries? (Section 3.1.7)

A separate development set was used for this parametrisation.
This set consisted of 50 documents randomly selected from the
BioMed Central corpus. Again, the abstracts of the papers were used
as model summaries.

3.2.4. Comparison with other summarisers
Our approach was compared with three summarisers: two

research prototypes (SUMMA and LexRank) and a commercial appli-
cation (Microsoft Autosummarize). SUMMA  [69] is a single- and
multi-document summariser that provides several customisable
statistical and similarity-based features to score the sentences for
extraction. It is one of the most popular research summarisers
and is publicly available. The features used for this evaluation
include the position of the sentences within the document and
within the paragraph, their overlap with the title and abstract sec-
tions, their similarity to the first sentence, and the frequency of
their terms. Comparison with LexRank [9] will allow us to evalu-
ate whether semantic information provides benefits over merely
lexical information in graph-based summarisation approaches.
Microsoft Autosummarize [70] is a feature of the Microsoft Word
software and is based on a word frequency algorithm. In spite
of its simplicity, word frequency is a well-accepted heuristic for
summarisation. In addition, two baseline summarisers have been
implemented. The first, lead baseline, generates summaries by

selecting the first N sentences from each document. The second,
random baseline, randomly selects N sentences from the document.

All automatic summaries were generated by selecting sentences
until the summary is 30% of the original document size. This choice
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Table 2
ROUGE scores for different combinations of semantic relations and percentages of hub vertices. The best results for each heuristic and set of relations are shown in italics,
while  the scores in bold indicate the best results for each heuristic.

Heuristic 1 Heuristic 2 Heuristic 3

R-2 R-SU4 R-2 R-SU4 R-2 R-SU4

Hypernymy 2% 0.3392 0.3134 0.3168 0.3075 0.3478 0.3227
5%  0.3163 0.2835 0.3060 0.3028 0.3414 0.3167

10% 0.3311 0.2787 0.3033 0.2992 0.3388 0.3153
Hypernymy & associated with 2% 0.3373 0.3128 0.3079 0.3042 0.3502 0.3197

5%  0.3334 0.3090 0.3159 0.3065 0.3512 0.3204
10%  0.3128 0.3102 0.3025 0.3026 0.3090 0.3015

Hypernymy & related to 2% 0.3394 0.3157 0.3141 0.3033 0.3486 0.3240
5%  0.3126 0.2901 0.3145 0.2954 0.3492 0.3251

10% 0.3142 0.2954 0.2655 0.2539 0.3298 0.3056
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Hypernymy & associated with & related to 2% 0.3359 

5%  0.3421 

10% 0.3316 

f summary size is based on the well-accepted heuristic that a sum-
ary should be between 15% and 35% of the size of the source

ext [71]. Although the length of the authors’ abstracts is, on aver-
ge, 17% of the length of documents, a larger size was preferred
ecause the documents used for the experiments (i.e., scientific
rticles) are rich in information. The text in the tables and figures
hat are included in the summary was not taken into account when
omputing the summary size.

A Wilcoxon signed-rank test with a 95% confidence interval was
sed to test the statistical significance of the results.

. Experimental results

.1. Parametrisation results

To answer the questions raised in Section 3.2.3, three groups of
xperiments were performed. The first group was conducted to find
he best combination of semantic relations for building the docu-

ent graph (Section 3.1.4) and the best percentage of hub vertices
or the clustering method (Section 3.1.5). Note that both parame-
ers must be evaluated together because the relations influence the
onnectivity of the document graph and thus the optimum percent-
ge of hub vertices. The results of these experiments are presented
n Table 2. For legibility reasons, only R-2 and R-SU4 scores are
hown.

It may  be observed from Table 2 that the three heuristics behave
etter when all three semantic relations (i.e., hypernymy, associated
ith and related to)  are used to build the document graph. How-

ver, the best percentage of hub vertices depends on the heuristic.
euristics 1 and 3 perform better when 5% of the concepts in the
ocument graph are used as hub vertices, while heuristic 2 regis-
ers the best outcome when the percentage of hub vertices is set to
0%. Heuristics 1 and 3 achieve slightly better results than heuristic
, the best result being reported by the third heuristic. It may  be
lso observed that, on average, the associated with relationship is

ore effective than the related to relation because the latter links

ogether a relatively low number of concepts and thus produces
 quite unconnected document graph. Another interesting result
s that the optimal percentage of hub vertices increases with the

able 3
OUGE scores for different combinations of sentence selection criteria. The best results fo

H

� � � R-

Sentence salience 1.0 0.0 0.0 0.
Sentence  salience & position 0.9 0.1 0.0 0.
Sentence  salience & title similarity 0.9 0.0 0.1 0.
Sentence  salience & position & title similarity 0.8 0.1 0.1 0.
0.3093 0.3149 0.3103 0.3443 0.3198
0.3165 0.3123 0.3093 0.3543 0.3299
0.2998 0.3173 0.3110 0.3516 0.3265

number of relations (i.e., with the connectivity of the document
graph).

The aim of the second group of experiments was to learn if the
use of the positional and similarity to the title criteria to select sen-
tences for the summaries helps to improve the content quality of
these summaries (see Section 3.1.7). For these experiments, the
percentage of hub vertices was  set to 5% for heuristics 1 and 3 and
to 10% for the second heuristic. All semantic relations were used
to construct the document graph. The ROUGE scores for these tests
are presented in Table 3, along with the values for the parameters
�, � and � that define the weight of each criterion in the linear func-
tion presented in Eq. (10). To determine the values of �, � and �,
all possible combinations that arise from varying � from 0.5 to 1.0
and varying � and � from 0.1 to 0.5, at −0.1 intervals, were tested.
However, for the sake of brevity, only the combinations that pro-
duced the best ROUGE scores are presented. It is worth mentioning
that the experiments showed that � values below 0.7 produce very
poor results.

It may  be seen from Table 3 that, according to the ROUGE scores,
the use of the positional and similarity to the title criteria does not
benefit heuristic 3. In contrast, the results obtained by the second
heuristic improve slightly when both criteria are used. Regarding
heuristic 1, while the positional criterion does not improve the
scores for any of the ROUGE metrics, the effect of the similarity to the
title criterion is not clear because the use of that criterion increases
R-2 but decreases R-SU4. Again, heuristics 1 and 3 behave better
than heuristic 2. Table 3 also shows that the similarity to the title
criterion contributes more to the quality of the summaries than
the positional one for all the heuristics.

Therefore, it may  be concluded from Tables 2 and 3 that the
best configuration for heuristic 1 involves using the three seman-
tic relations with 5% of hub vertices and no information about the
position of the sentences in the document. However, no definitive
conclusions can be drawn about the use of the similarity to the title
criterion, and thus, both configurations will be tested in the final

evaluation. The best configuration for heuristic 2 involves using
the three semantic relations with 10% of hub vertices, and both
the sentence position and similarity to the title criteria with weights
� = 0.8, � = 0.1 and � = 0.1, respectively. In turn, heuristic 3 works

r each heuristic are shown in bold type.

euristic 1 Heuristic 2 Heuristic 3

2 R-SU4 R-2 R-SU4 R-2 R-SU4

3421 0.3165 0.3173 0.3110 0.3543 0.3299
3395 0.3128 0.3180 0.3118 0.3445 0.3209
3412 0.3199 0.3226 0.3124 0.3458 0.3238
3393 0.3145 0.3239 0.3123 0.3457 0.3221
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Table 4
ROUGE scores for different versions of the summariser, two research systems (LexRank and SUMMA), a commercial application (Microsoft AutoSummarize) and two baselines
(lead  and random). The best score for each metric is shown in bold font. Systems are sorted by decreasing R-2 score.

ROUGE-1 ROUGE-2 ROUGE-W-1.2 ROUGE-SU4

Heuristic 3 0.7862 0.3543 0.2011 0.3299
Heuristic 1 0.7682 0.3421 0.1965 0.3165
Heuristic 1+ sim. with title 0.7645 0.3387 0.1942 0.3132
Heuristic 2 0.7542 0.3239 0.1882 0.3123
LexRank 0.7302 0.3221 0.1865 0.3068
SUMMA  0.7144 0.3199 0.1833 0.2997
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Lead  baseline 0.6492 

AutoSummarize 0.5983 

Random baseline 0.4956 

est by using the three semantic relations with 5% of hub vertices
nd no other criterion for sentence selection (i.e., � = 1.0, � = 0.0 and

 = 0.0).

.2. Evaluation results

To evaluate the summarisation performance, different types of
ummaries have been generated using (1) the three heuristics for
entence selection with their best configurations concluded in Sec-
ion 4.1,  (2) the SUMMA, LexRank and Microsoft Autosummarize
ystems, and (3) the lead and random baselines, as explained in
ection 3.2.4. The ROUGE scores for all summarisers are presented
n Table 4.

Table 4 shows that the three heuristics report higher ROUGE
cores than the other summarisers and baselines. The best results
re obtained using heuristic 3. Heuristic 1 (both with and with-
ut using the similarity with the title criterion) and heuristic 3
ignificantly improve all ROUGE metrics compared with SUMMA,
exRank, AutoSummarize and both baselines (Wilcoxon signed-
ank test, p < 0.05). The second heuristic significantly improves
ll ROUGE metrics with respect to AutoSummarize and both
aselines, while the improvement with respect to LexRank and
UMMA is only significant for R-1. On the other hand, it
as been found that the first heuristic behaves slightly bet-
er without using the similarity to the title criterion. However,
he differences with respect to using it are not statistically
ignificant.

Concerning comparison between the three heuristics, the per-
ormance of heuristic 3 is significantly better than that of heuristic

 for all ROUGE metrics (R-1: p = 0.0005; R-2: p = 0.045; R-W-1.2:
 = 0.002; R-SU4: p = 0.0475) and also better than that of heuristic

 for R-1 (p = 0.007) and R-SU4 (p = 0.0475). In contrast, the perfor-
ance of heuristic 1 is significantly better than that of heuristic 2

or R-1 (p = 0.021) and R-2 (p = 0.045).
Finally, an important research question that immediately arises

s why the ROUGE scores differ so much across documents. This is
ot shown in the tables (as they present the average results) but it
as been observed during the experimentation and can be appre-

iated in Table 5. This table shows the standard deviation of the
ifferent ROUGE scores for the summaries generated by heuristic
.

able 5
tandard deviation of ROUGE scores for the summaries generated using heuristic 3.

Standard deviation

ROUGE-1 0.08001
ROUGE-2 0.11624
ROUGE-W-1.2 0.04816
ROUGE-SU4 0.10135
87 0.1644 0.2648
48 0.1357 0.2322
32 0.1199 0.2301

5. Discussion

In this section, the experimental results presented in Section 4,
both for the parametrisation and the final evaluation, are discussed.
Various practical applications of the summarisation method are
also proposed.

5.1. Algorithm parametrisation

We  first discuss the results of the parametrisation performed to
determine the optimal values for the parameters involved in the
summariser and provide answers to the questions raised in Section
3.2.3. These results were presented in Section 4.1.

First, concerning the set of semantic relations that should be
used to build the document graph, Table 2 showed that the three
heuristics behave better when all three semantic relations (i.e.,
hypernymy, associated with and related to)  are used. However, they
differ in the optimal percentage of hub vertices used to cluster the
concepts in the graph (5% for heuristics 1 and 3 versus 10% for
heuristic 2). This difference exists because the three heuristics aim
to produce different types of summaries. It is worth remembering
that the aim of heuristic 2 is to generate summaries covering all
topics presented in the source document, regardless of their rela-
tive relevance. Thus, it is not sufficient to consider only the concepts
dealing with the main topic of the document as hub vertices, but
also those dealing with other secondary information.

Second, with respect to the use of traditional criteria for sen-
tence selection (i.e., the position of the sentences in the document
and their similarity to the title), Table 3 shows that while heuristic
3 does not benefit from any of these criteria, heuristic 1 produces
comparable ROUGE scores regardless of whether or not similarity
with the title criterion is used, but such scores decrease when the
positional criterion is employed. The results reported by heuristic
2, however, improve when both criteria are used. The reason is that,
because heuristic 2 aims to cover all topics in the document, and
because frequently some of these topics are irrelevant to the sum-
mary, the use of these additional criteria, especially the similarity to
the title, biases the selection of sentences toward the information
related to the main topic of the document.

We  have also found that the similarity to the title criterion con-
tributes more to the quality of the summaries than the positional
criterion for all three heuristics. This result is not surprising because
scientific papers are not (a priori) expected to present the core
information at the beginning and end of the document, as occurs in
other types of documents such as news articles. The first sentences
in scientific papers usually introduce the problem and motivation
of the study, whereas the last sentences provide conclusions and
future work. However, the most important information is usually

presented in the middle sentences, as part of the method, results
and discussion sections. Therefore, it seems that a more appropriate
positional criterion would be one that attaches greater importance
to sentences belonging to such central sections.



1 igence

T
s
o
m
t
t
o
c
T
t
a
W
a
v
c
o
s
a
t
T
t
i
t
H
h
s
t
s

n
g
o
g
m
g
t
m
m
o
c
l
fi
o
o

5

o
w

o
t
t
m
a
m
t
t
a
d
s
a

o

2 L. Plaza et al. / Artificial Intell

Third, regarding the best heuristic for sentence selection,
ables 3 and 4 showed that heuristic 3 reports the highest ROUGE
cores. To understand why this heuristic behaves better than the
thers, we first examined the authors’ abstracts for the 50 docu-
ents in the development set. We  found that the information in

hese abstract (i.e., the information considered most important by
he authors of the papers) can be classified into three main sections
r categories: (1) the background of the study, (2) the method or
ase presentation and (3) the results and conclusions of the study.
he method section includes approximately 58% of the informa-
ion in the abstract; the results and conclusions section comprises
round 25%; and the background section involves less than 17%.
e next analysed the clusters generated by the clustering method

nd found that it usually produces a single large cluster and a
ariable number of small clusters. The large cluster contains the
oncepts related to the central topic of the document, while the
thers include concepts related to secondary information. Although
ome of the concepts within the large cluster may  be found in
ll three sections of the abstracts, the majority of the concepts in
his cluster are usually found in the section describing the method.
herefore, it seems clear that any heuristic for sentence selection
hat aims to compare well with the authors’ abstracts should mainly
nclude information related to the concepts within this large clus-
er (i.e., information related to the main topic of the document).
ence, heuristic 2 is, by definition, at disadvantage compared with
euristics 1 and 3 when the authors’ abstracts are used as model
ummaries. This result does not mean that heuristic 2 is worse than
he others, but rather that it aims to generate a different type of
ummary.

In spite of this result, the differences among the heuristics are
ot as remarkable as expected. A careful analysis of the summaries
enerated by the three heuristics for the 50 documents in the devel-
pment set suggests that the explanation for this finding is that,
iven the larger size of the main cluster, the three heuristics extract
ost of their sentences from this cluster, and hence the summaries

enerated share most of the sentences in common. Nevertheless,
he best results are reported by heuristic 3. It has been deter-

ined that this heuristic selects most of the sentences from the
ost populated cluster, but it also includes some sentences from

ther clusters. Thus, in addition to the information related to the
entral topic, this heuristic also includes other secondary or “satel-
ite” information that might be relevant to users. In contrast, the
rst heuristic fails to present this information, whereas the sec-
nd heuristic includes more secondary information but sometimes
mits some of the core information.

.2. Comparison with other summarisers

We next discuss the results of the final evaluation and compare
ur system to other summarisers (see Section 3.2.4). These results
ere presented in Section 4.2.

Table 4 shows that the ROUGE scores achieved by all variants
f the concept graph-based method are significantly better than
hose of all other summarisers and baselines. These results seem
o indicate that using domain-specific knowledge improves sum-

arisation performance compared with traditional word-based
pproaches, in terms of the informative content quality of the sum-
aries generated. The use of concepts instead of terms along with

he semantic relations that exist between them allows the system
o identify the different topics covered in the text more accurately
nd with comparative independence of the vocabulary used to
escribe them. As a consequence, the information in the sentences

elected for the summaries is closer to the information in the model
bstracts.

A further test has been performed to compare the performance
f heuristic 3 with that of the Reeve et al. [4] summarisation
 in Medicine 53 (2011) 1– 14

approach, which also employs domain-specific information (UMLS
concepts and semantic types) to represent the documents. Reeve
et al. address the same problem as the one presented here but uses
a different evaluation strategy. They use a corpus of 24 oncology
papers to generate summaries with a 20% compression rate and
compare the automatic summaries with four model summaries:
three models generated by three domain experts, using sentence
extraction, and the abstract of the paper. Nonetheless, only the
average ROUGE scores for the four models are given. Their best
summarisation method reports a R-2 score = 0.12653 and a R-SU4
score = 0.22303. The method proposed here, when run with a 20%
compression rate over the 300 documents in the corpus, obtains
a R-2 score = 0.2568 and a R-SU4 score = 0.2385. Although these
results seem to outperform those reported by Reeve et al., it must
be noted that they are not directly comparable due to the use of a
different corpus and a different evaluation methodology (in partic-
ular, the use of a combination of extracts and abstracts as model
summaries).

5.3. Differences across documents

The experiment also showed that the ROUGE scores differ con-
siderably across different documents (see Table 5). To clarify the
reasons for these differences, the two extreme cases (that is, the
two documents with the highest and lowest ROUGE scores, respec-
tively, for the summaries generated using the third heuristic) were
carefully examined. The best case turned out to be one of the largest
documents in the corpus, while the worst case was  one of the
shortest (six pages versus three pages). According to the starting
hypothesis (i.e., the document graph is an instance of scale-free
network), as the graph grows, the new concepts are likely to be
linked to other highly connected concepts, and thus the hubs are
expected to increase their connectivity at a higher rate. Therefore,
the difference in connectivity between the hubs and the remaining
vertices is expected to be more marked in large graphs than in mod-
estly sized ones. We  think that this fact leads to a better separation
of the clusters generated in large graphs than in smaller ones and
thus to a better delimitation of the topics covered in the document.

A second interesting difference between the documents is in
their underlying subject matter. The best case is published in the
BMC Biochemistry journal and concerns the reactions of certain pro-
teins over the brain synaptic membranes. In contrast, the worst case
is published in the BMC  Bioinformatics journal and concerns the use
of pattern matching for database searching. It has been verified that
the UMLS covers the vocabulary in the first document better than
the vocabulary in the second one, in terms of both concepts and
relations, which leads to a more accurate graph that better reflects
the content of the document.

Finally, in the worst-case document, the use of synonyms is
quite frequent, which does not occur in the best-case document.
For instance, a concept is referred to in the document body as string
searching, but it is always referred to as pattern matching in the
abstract. Because the ROUGE metrics are based on the number of
word overlaps, the summaries containing synonyms of the terms
in the abstract are unreasonably penalised.

5.4. Practical applications

In light of the experimental results, we  believe that the sum-
maries generated by the proposed method may help physicians
and biomedical researchers in several ways.

First, automatic summaries may be useful in anticipating the

contents of the original documents, so that users may  decide which
of the documents to read further. Even with the author’s abstract,
there are two main reasons for wanting to generate text summaries
from a full-text [4]:  (1) the abstract may  be missing relevant content



igence

f
r
I
t
u
a
l
t
p
n
t
f

m
o
s
s
a
o
m
c
r
c
t
i
f
s
s
t
n
i
e
s
i
d
i
a
a
f

6

s
a
i
t
c
I
t
a
c
s
e
s
f
t
o
i
r

r
d
t
u

[

[

[

[

[

[

[

[

[

[

[

[

L. Plaza et al. / Artificial Intell

rom the full-text, and (2) there is not a single ideal summary, but
ather, the ideal summary depends on the user’s information needs.
n this line of use, an interesting application would be the integra-
ion of the summariser within the PubMed search engine and the
se of a preview tool that allows users to visualise the summaries
nd quickly choose the documents that best match what they are
ooking for without having to read the entire documents. Moreover,
he users’ queries may  be used to guide the summary generation
rocess and thus to bias the summaries toward their information
eeds. To this end, the similarity of each sentence in the document
o the user’s query may  be computed and added to Eq. (10) as a
eature for sentence selection.

Second, extending the method to produce query-driven sum-
aries will also allow us to deal with more challenging types

f documents, such as EHR. The use of automatic procedures to
ummarise the information in EHR is an extremely complex and
ubtle issue [72] that remains virtually unexplored. First, typing
nd orthographic errors are quite frequent in EHR, as is the use
f non-standard acronyms and abbreviations. Second, the sum-
ariser should be able to capture the clinical relevance of the

oncepts (i.e., diseases, syndromes, etc.) discussed in the record,
egardless of their frequency and their relations with other con-
epts within the record. Third, there is considerable variation in
he structure of clinical records, so that exploiting such structure
n the summarisation process becomes arduous. Therefore, it is not
easible to think of the automatic summaries as substitutes for the
ource documents. However, there are other scenarios in which
uch summaries may  be useful. Physicians, for instance, often need
o refer to previous patient cases when seeking information for a
ew or untypical case. Given a query that states the physician’s

nformation need and the set of EHR returned by a search engine,
ach record may  be accompanied by an automatically generated
ummary that highlights the information most relevant to the topic
ndicated in the user’s query. Moreover, if the EHR follows a stan-
ard structure, the user may  indicate which sections should be

gnored and which ones should be given more relevance in gener-
ting the summary. Each sentence in the record may  be weighted
ccording to the section in which it appears simply by adding a
urther feature to Eq. (10).

. Conclusions

In this paper, an efficient approach to biomedical text summari-
ation has been presented. The method represents the document
s a semantic graph using UMLS concepts and relations. In this way,
t produces a richer representation than the one provided by tradi-
ional models based on terms. The method has been evaluated on a
ollection of 300 scientific biomedical papers from BioMed Central.
t compares favourably with existing approaches, which confirms
hat the use of domain-specific knowledge can be very useful in
utomatic summarisation, particularly when dealing with techni-
al or specialised domains. Three different heuristics for sentence
election have been proposed, each aiming to construct a differ-
nt type of summary according to the type of information in the
ource that is likely to be included in the summary. It has been
ound that, when the automatic summaries are evaluated against
he authors’ abstracts, the best heuristic is the one that selects most
f the information from the main topic of the document, but also
ncludes other secondary or “satellite” information that might be
elevant to users.

However, it has been found that the efficiency of the algo-

ithm decreases under poor UMLS coverage of concepts in the
ocument to be summarised. Therefore, future work will concen-
rate on addressing this problem. Specifically, the feasibility of
sing a general-purpose lexicon (e.g., WordNet [27]) to capture the

[

[
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concepts not covered by UMLS, as in the BioSquash system [26],
will be studied.

Moreover, in the short term, we plan to extend the method to
produce query-driven summaries. We  will also carefully analyse
the structure of biomedical scientific papers to weight the sen-
tences according to the section in which they appear. Finally, we
will study the possibility of adapting the system to produce query-
driven summaries of EHR.
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